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Abstract

We provide the reader with a systematic introduction to hypercomplex algebras also giving the proofs of the main results in full details. In particular, we show that it is Geometry which plays a very important role in the construction of hypercomplex algebras. Both real and binary algebras are studied from the point of view of their suitability for computations.
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1 Introduction

This work is a follow-up from [1, 2, 3] where we started to look at algebraic computation with a geometric point of view. In particular we wish to give in full details some proofs which were omitted in [2, 3].

2 Basic concepts in the theory of algebras

([4, p.189-193])

In the paragraph to follow, the basis field will be the field $\mathbb{R}$ of real numbers. But any commutative field $\mathbb{K}$ could be chosen. We recall that any vector space $V$ on $\mathbb{R}$ with dimension $n$ is isomorphic to $\mathbb{R}^n$.

**Definition 2.1** A vector space $V$ on $\mathbb{R}$ is an algebra on $\mathbb{R}$, or equivalently, a real algebra, if, in addition to the addition $\text{+}$, it is equipped with a multiplication $\times$ which is

i) internal: $(x,y) \in V \times V \mapsto x \times y \in V$.

ii) bilinear: $\forall (\alpha, \beta) \in \mathbb{R}^2$, $\forall (x,y,z) \in V^3$ \Rightarrow

$$
\begin{align*}
(x + y) \times z &= \alpha(x \times z) + \beta(y \times z), \\
x \times (\alpha y + \beta z) &= \alpha(x \times y) + \beta(x \times z).
\end{align*}
$$
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Note that property ii) expresses the left and right distributivity of $\times$ with respect to $\cdot$. Note also that the relations $\alpha(x \times y) = (\alpha x) \times y = x \times (\alpha y)$ are always valid.

**Definition 2.2** $\times$ is **associative** iff

$$\forall x, y, z \in V, \quad x \times (y \times z) = (x \times y) \times z.$$ 

**Definition 2.3** $\times$ is **commutative** iff

$$\forall x, y \in V, \quad x \times y = y \times x.$$ 

An algebra is in general not associative nor commutative.

**Definition 2.4** The algebra is with **unity** $e$ if there exists $e \in V$ such that $x = e \times x = x \times e, \forall x \in V$.

Any algebra has at most one unity element $e$ (often denoted 1).

**Definition 2.5** If the algebra has a unit element $e$, then any nonzero element $x$ may have a right (resp. left) inverse such that $x \times x^{-1} = e$ (resp. $x^{-1} \times x = e$). If $x^{-1} = x^{-1}$, then $x$ is said to have an **inverse** $x^{-1}$ which satisfies $x \times x^{-1} = x^{-1} \times x = e$.

**Definition 2.6** The dimension of the vector space $V$ on $\mathbb{R}$ is the dimension of the algebra.

**Definition 2.7** $0 \neq x \in V$ is a **divisor** of 0 iff there exists $y \neq 0, y \in V$ such that $x \times y = 0$ or $y \times x = 0$. If this is impossible, $V$ is an **algebra without zero divisor**. This is equivalent to

$$x \times y = 0 \iff x = 0 \text{ or } y = 0.$$ 

**Definition 2.8** An algebra is said to be **with division** if for any $a, b \in V$, $a \neq 0$ the two equations $a \times x = b$ and $y \times a = b$ have unique solutions $x$ and $y$. One says equivalently that $V$ is a division algebra.

**Lemma 2.1** If $V$ is an associative division algebra, then $V - \{0\}$ is a group with respect to $\times$: the algebra is a field.

**Proof:** Let $a \neq 0$. From Definition 2.8, there exists $e \neq 0$ such that $a \times e = a$. Using the decomposition $b = y \times a$ and the associativity, we then obtain $b \times e = b$ for any $b$ in $V$. Since $e \neq 0$, any $b$ can also be written $b = e \times x$. With $e \times e = e$ and the previous arguments, we then obtain $e \times b = b$ for any $b$ in $V$. Therefore, $e$ is a unity.

Next, it is immediate from Definition 2.8 that any nonzero vector $a$ in $V$ has a left and right inverse (by letting $b = e$).

$\triangle$

**Lemma 2.2** If $V$ is a division algebra any nonzero element has unique left and right inverses.

**Proof:** In the Definition 2.8, let $b = e$. Therefore $a \times a^{-1} = e$ and $a^{-1} \times a = e$ have unique solutions $a^{-1}$ and $a^{-1}$.

$\triangle$

**Examples:**

---
1. \( \mathbb{R} \) and \( \mathbb{C} \) are real associative commutative algebras with a unit element, without zero divisor, and with respective dimension 1 and 2.

2. The space of square matrices \( \mathbb{R}^{n \times n} \) of order \( n \) on \( \mathbb{R} \) (with the usual matrix product) is a real associative algebra with the identity matrix as unit element, with dimension \( n^2 \). For \( n > 1 \), such algebras are not commutative. They admit zero divisors.

3. On \( \mathbb{R}^3 \), we define the product \( x \times y \) to be the vector product

\[
x \times y = (x_2y_3 - x_3y_2, x_3y_1 - x_1y_3, x_1y_2 - x_2y_1).
\]

Therefore \( \mathbb{R}^3 \) is a non associative algebra of dimension 3, which is anti-commutative:

\[
x \times y = -y \times x.
\]

**Lemma 2.3** For algebras of finite dimension, one has the equivalence:

i) \( V \) is with division \( \iff \) ii) \( V \) is without zero divisor.

**Proof:** Clearly i) \( \Rightarrow \) iii) in general. If, for \( a \neq 0 \), there exists \( c \neq 0 \) such that \( a \times c = 0 \) then the equation \( a \times x = b \) would have for solution \( x + c \neq x \) as well as \( x \), since \( a \times (x + c) = b \). This is impossible by i).

Conversely we suppose that iii) holds: \( x \mapsto a \times x \) is a linear injective map. Because the algebra has a finite dimension, the map is also onto: it is a bijection. Any equation \( a \times x = b \) has a unique solution. One conclude similarly by considering the map \( y \mapsto y \times a \).

\( \triangle \)

In conclusion of this paragraph we can say that the multiplication operator \( \times \) which defines an algebra (of finite dimension) by Definition 2.1, may or may not be such that:

a) there exists a unit element (Definition 2.4),
b) any nonzero vector has an inverse (Def. 2.5),
c) it is associative (Def. 2.2),
d) it is commutative (Def. 2.3),
e) there exist no zero divisor (Def. 2.7).

### 3 Characterization of real division algebras of finite dimension

In this paragraph the basis field is specified to be \( \mathbb{R} \). After the spectacular discovery of the quaternions by Hamilton in 1843, it seemed for a while that a zoo of real algebras could be created. However, it was proved – between 1877 and 1960 – that, despite the appearances, there is only a limited number of “interesting” real algebras up to an isomorphism. The “interesting” algebras which have been characterized are the real division algebras.
3.1 The three real fields (Frobenius (1877) [4, p. 239])

**Theorem 3.1** Let $V \neq 0$ be an algebra on $\mathbb{R}$ with finite dimension, which is associative and without zero divisor. Then only three possibilities exist:

1) $V$ is isomorphic to the field $\mathbb{R}$ of real numbers,
2) $V$ is isomorphic to the field $\mathbb{C}$ of complex numbers,
3) $V$ is isomorphic to the field $\mathbb{H}$ of quaternions.

There are essentially two commutative fields (over $\mathbb{R}$): $\mathbb{R}$ and $\mathbb{C}$, of respective dimension 1 and 2. There is essentially one noncommutative field (over $\mathbb{R}$) $\mathbb{H}$, of dimension 4.

3.2 The four real division algebras

Once the quaternions were discovered, it was easy to show that $\mathbb{R}$, $\mathbb{C}$, $\mathbb{H}$ and the octonions $\mathbb{G}$ are division algebras (over $\mathbb{R}$) of respective dimension 1, 2, 4 and 8. Surprisingly, it has been extremely difficult to prove that these four algebras are essentially the only real division algebras. The proof was completed at the end of the 1950s; it uses sophisticated topological methods [4, p. 295].

In other words, relaxing associativity in the definition of $\mathbb{H}$ does not yield more than essentially one new division algebra, that is the octonions $\mathbb{G}$ [10].

3.3 The three vector product algebras

Let $V$ be a vector space on $\mathbb{R}$, with the scalar product: $(x, y) \rightarrow \langle x, y \rangle$.

**Definition 3.1** The **vector product** on $V$ is an internal operation $(x, y) \rightarrow x \wedge y \in V$ such that

i) $\forall x, y \in V, \quad x \wedge y = -y \wedge x,$

ii) $\forall x, y, z \in V, \quad \langle x \wedge y, z \rangle = \langle x, y \wedge z \rangle.$

The scalar product defines the norm $\|x\| = \sqrt{\langle x, x \rangle}$ on $V$.

**Definition 3.2** A **vector product algebra** is an algebra $V$ where the multiplication is taken to be the vector product, which satisfies:

$$\forall x, y \in V, \quad \|x\| = \|y\| = 1 \quad \text{and} \quad \langle x, y \rangle = 0 \quad \text{imply} \quad \|x \wedge y\| = 1. \quad (1)$$

It can be shown [4, p. 289] that the property (1) is equivalent to any of the following 2 properties:

$$\forall x, y \in V, \quad \langle x \wedge (y \wedge y) \rangle = \langle x, y \rangle - \|x\|^2 \|y\|^2, \quad (2)$$

$$\forall x, y \in V, \quad \|x \wedge y\|^2 = \|x\|^2 \|y\|^2 - \langle x, y \rangle^2. \quad (3)$$

We remark that the Gram determinant

$$\det \begin{pmatrix} \langle x, x \rangle & \langle x, y \rangle \\ \langle y, x \rangle & \langle y, y \rangle \end{pmatrix} = \|x\|^2 \|y\|^2 - \langle x, y \rangle^2$$

is the right hand side of (3).

**Examples:**
1. With the scalar product \( (x, y) \mapsto xy \), \( \mathbb{R} \) is a vector product algebra with the trivial vector product \( (x, y) \mapsto 0 \). The reader can check that this vector product satisfies (3).

2. With the canonical scalar product, \( \mathbb{R}^3 \) is a vector product algebra with the classical vector product. One remarks that \( x \wedge y = \frac{1}{2}(x \times y - y \times x) \), where \( x \) and \( y \) are pure quaternions (3-dimensional vectors with zero real part in \( \mathbb{H} \)) and \( \times \) is the multiplication in \( \mathbb{H} \).

One can prove rather easily that up to an isometric isomorphism, there are only three vector product algebras of respective dimension 1, 3 and 7. They correspond to vectors which are pure imaginary (dimension 1), pure quaternions (dimension 3) and pure octonions (dimension 7) respectively [4, p.292].

3.4 The four real composition algebras

The four division algebras \( \mathbb{R}, \mathbb{C}, \mathbb{H} \) and \( \mathbb{G} \) can also be characterized, up to an isomorphism, as the only composition algebras with unit element and finite dimension [4, p.279].

What is a composition algebra? It is a real algebra with a scalar product \( \langle x, y \rangle \) and associated norm \( ||x|| = \sqrt{\langle x, x \rangle} \) such that:

\[
||x \times y|| = ||x|| ||y||.
\] (4)

The property (4) means that the multiplication is isometric. It can hold only for a division algebra. This property is closely connected with the theorem of squares (Gauss, Euler, Degen, Hurwitz) [4, 5].

4 An epistemological interlude

The results presented in the previous paragraph are quite remarkable. They prove that only the first four hypercomplex algebras \( \mathbb{R}, \mathbb{C}, \mathbb{H} \) and \( \mathbb{G} \) are “interesting” from the point of view of no zero divisor, or from the point of view of the isometry of \( \times \). No other type of multiplication \( \times \) yields the same properties.

What is so special about the multiplication operation which creates the hypercomplex numbers? We shall investigate this little studied question in the next paragraph from a computational/geometrical point of view.

But before, let us pause to meditate upon the geometric significance of the four types of characterizations of real division algebras that were reviewed in paragraph 3.

Even though the properties are expressed algebraically, the flavour is strongly geometrical, and even topological. The geometrical flavour is only reinforced if one thinks of the unexpected connection made a decade ago between the 4-color theorem in \( \mathbb{R}^2 \) and the possibility of associativity for the vector product in \( \mathbb{R}^3 \) by Kauffman [7, 8, 9]. Essentially, he has proved that the celebrated 4-color theorem is equivalent to the following theorem:

Theorem 4.1 Consider any two bracketings for a vector product of any finite number of vectors in \( \mathbb{R}^3 \), such as

\[ L = a \wedge (b \wedge ((c \wedge d) \wedge e)) \quad \text{and} \quad R = ((a \wedge b) \wedge c) \wedge (d \wedge e). \]
There always exists a choice of vectors $a, b, c, d, e$ (for example) amongst the 3 vectors $e_1, e_2, e_3$ of the canonical basis of $\mathbb{R}^3$ such that $L = R \neq 0$.

In the paragraph to follow, the reason why Geometry is so intimately connected with hypercomplex Algebra will be put in a fuller light by means of recursivity.

5 The recursive construction of hypercomplex algebras of finite dimension

In order to define hypercomplex algebras, one has to consider not only two algebraic operations $+$ and $\times$, but also one geometric map: $x \in V \mapsto \bar{x} \in V$, where $\bar{x}$ denotes the conjugate vector of $x$ in $V$.

The three operations are defined recursively as we define the algebras, in the following manner. Let $A_k$ be the real hypercomplex algebra of dimension $2^k$, $k \geq 1$. It is constructed recursively as $A_k = A_{k-1} \times A_{k-1}$ by means of the three following operations:

- **addition:** $(a, b) + (c, d) = (a + c, b + d)$, \hspace{1cm} (5)
- **conjugacy:** $(a, b) = (\bar{a}, -b)$, \hspace{1cm} (6)
- **multiplication:** $(a, b) \times (c, d) = (ac - db, da + bc)$, \hspace{1cm} (7)

where $ac$ denotes $a \times c$ in $A_{k-1}$. For $k = 0$, $A_0$ is taken to be the field $\mathbb{R}$ with the arithmetic operations $+$ and $\times$, the conjugacy map being the identity on $\mathbb{R}$: $a \mapsto \bar{a} = a \in \mathbb{R}$. This construction is known to algebraists as the Albert-Dickson doubling process [11].

In the above definitions (5), (6) and (7), the multiplication $\times$ depends on the conjugacy and on the addition; the conjugacy depends on the addition. This expresses a tight connection between Geometry and Algebra.

Because of the existence of the geometric conjugacy - a third operation which is never explicated in standard presentations - we are led to introduce the following new definition:

**Definition 5.1** A real algebra is **selfconjugate** when the conjugacy map $x \in V \mapsto \bar{x} \in V$ is the identity: $x = \bar{x}$.

**Example:** The field $\mathbb{R}$ is selfconjugate but the field $\mathbb{C}$ is not: $x = \bar{x} \iff x \in \mathbb{R}$.

The existence of a nontrivial conjugacy operation in $A_k$, $k > 0$, allows to partition each $A_k$ into its

- **real** part $\Re A_k = \{ x \in A_k ; x = \bar{x} \} \sim \mathbb{R}$

- **imaginary** part $\Im A_k = \{ x \in A_k ; x = -\bar{x} \} \sim \mathbb{R}^{2^k-1}$

such that $A_k = \Re A_k \oplus \Im A_k$. The vectors in the imaginary part are called "pure" or "imaginary" vectors.
5.1 Properties of the multiplication in $A_k$

**Lemma 5.1** The unit (resp. zero) element of $A_k$ is $1 = (1, 0)$ (resp. $0 = (0, 0)$), $k > 0$.

**Proof:** By induction on $k$. It is true for $k = 0$ and $k = 1$:
\[
(a, b) \times (1, 0) = (1, 0) \times (a, b) = (a, b),
\]
\[
(a, b) + (0, 0) = (a, b).
\]
\[\triangle\]

**Lemma 5.2** i) $\overline{(x)} = x$, ii) $\overline{(x + y)} = (\overline{x} + \overline{y})$, iii) $\overline{(x \times y)} = \overline{y} \times \overline{x}$.

**Proof:** i) $\overline{x} = (\overline{a}, -\overline{b})$ and $\overline{((a, b))} = (\overline{(a)}, b)$. The conjugacy is an idempotent operator (its square is the identity operator).

ii) Clear.

iii) $\overline{(x \times y)} = ((ac - db), -da - bc) = ((ac) - (db), -da - bc)$,
\[
\overline{y} \times \overline{x} = (\overline{c}, -d) \times (\overline{a}, -b) = (\overline{a}a - \overline{b}d, -\overline{b}c - da).
\]
\[\triangle\]

**Lemma 5.3** $x \times \overline{x} = \overline{x} \times x$ is a real positive number iff $x \neq 0$ in $A_k$, $k \geq 0$.

**Proof:** $(a, b) \times (\overline{a}, -\overline{b}) = (a\overline{a} + b\overline{b}, 0)$ and $(\overline{a}, -\overline{b}) \times (a, b) = (\overline{a}a + \overline{b}b, 0)$. $x \neq 0$ implies $a \neq 0$ or $b \neq 0$ by induction. Therefore the real numbers $a\overline{a}$ and $b\overline{b}$ which are nonnegative cannot be simultaneously zero: $a\overline{a} + b\overline{b} = x \times \overline{x} > 0$. \[\triangle\]

**Lemma 5.4** The map $x \mapsto |x| = \sqrt{x \times \overline{x}}$ defines the euclidean norm on any algebra $A_k$, $k \geq 0$.

**Proof:** Let $x = (x_i)_1^{2^k}$ be a vector of the vector space $A_k$ of dimension $2^k$, $k \geq 0$.

By induction on $k$, it is clear that $|x|^2 = x \times \overline{x} = \sum_{i=1}^{2^k} x_i^2$.

\[\triangle\]

**Corollary 5.5** Any nonzero vector $x$ in $A_k$ has a unique inverse
\[
x^{-1} = \frac{1}{x \times \overline{x}} = \frac{1}{|x|^2} \overline{x}.
\]

**Proof:** It follows from $x \times \overline{x} = \overline{x} \times x = |x|^2$ that $x \times \frac{\overline{x}}{|x|^2} = \frac{\overline{x}}{|x|^2} \times x = 1$. \[\triangle\]

To lighten the presentation to follow, we shall refer to the possible properties of a real algebra $A$ by the following notation:

(i) $A$ is with division: Definition 2.8,
(ii) $A$ is associative: Definition 2.2,
(iii) $A$ is commutative: Definition 2.3,
(iv) $A$ is selfconjugate: Definition 5.1.

**Lemma 5.6** The following properties hold for any algebra $A_k$, $k > 0$:

a) $A_{k-1}$ satisfies (i) and (ii) $\Rightarrow$ $A_k$ satisfies (i),

b) $A_{k-1}$ satisfies (i), (ii) and (iii) $\Rightarrow$ $A_k$ satisfies (i) and (ii),

c) $A_{k-1}$ satisfies (i) to (iv) $\Rightarrow$ $A_k$ satisfies (i), (ii) and (iii).
Proof: a) We have to show \( x \times y = 0 \Leftrightarrow x = 0 \text{ or } y = 0 \). We assume that \( 0 = (0,0) = x \times y = (a,b) \times (c,d) = (ac - \bar{d}b, da + bc) \). This yields

\[
\begin{align*}
ac - \bar{d}b &= 0 \\
da + bc &= 0 \\
\Rightarrow
\end{align*}
\]

Because of the associativity of \( \times \) for \( a, b, c, d \): \((ac)\bar{c} = a(c\bar{c}), (\bar{d}b)\bar{c} = \bar{d}(b\bar{c})\) and \(\bar{d}(da) = (\bar{d}d)a\). Therefore \(a(c\bar{c}) + (\bar{d}d)a = a(c\bar{c} + \bar{d}d) = 0\) yields either i) \( a = 0 \), hence \( \bar{d}b = 0 = b\bar{c} \), that is \((b = 0) \text{ or } (c = 0 \text{ and } d = 0)\), ii) \( c\bar{c} + \bar{d}d = 0 \), hence \( c = d = 0 \).

b) For the associativity of \( \times \), we consider first

\[
((a,b) \times (c,d)) \times (e,f) = (ac - \bar{d}b, da + bc) \times (e,f) =
\]

\[
((ac - \bar{d}b)e - \bar{f}(da + bc), f(ac - \bar{d}b) + (da + bc)\bar{e}) =
\]

\[
((ac)e - \bar{f}(da) - \bar{f}(bc), f(ac) - f(\bar{d}b) + (da)\bar{e} + (bc)\bar{c}).
\]

Then

\[
(a,b) \times ((c,d) \times (e,f)) =
\]

\[
(a(ce) - a(\bar{f}d) - (\bar{ce})b - (ce\bar{d})b, (fc)a + (d\bar{c})a + b(\bar{c}\bar{e}) - b(\bar{d}f)).
\]

Associativity at the \((k - 1)^{\text{st}}\) level yields \((ac)e = a(ce)\) for example, and commutativity yields \((\bar{d}b)e = e(\bar{d}b) = (ed)b\).

c) To prove commutativity, we consider

\[
(a,b) \times (c,d) = (ac - \bar{d}b, da + bc),
\]

\[
(c,d) \times (a,b) = (ca - \bar{d}a, bc + d\bar{a}).
\]

By commutativity at the \((k - 1)^{\text{st}}\) level \(ac = ca\), and by self-conjugacy \(\bar{d} = d\), \(\bar{b} = b\), \(a = \bar{a}\), \(c = \bar{c}\).

\[\square\]

Corollary 5.7 \(A_0 = \mathbb{R}\) satisfies (i) to (iv), \(A_1 = \mathbb{C}\) satisfies (i) to (iii), \(A_2 = \mathbb{H}\) satisfies (i) and (ii), \(A_3 = \mathbb{G}\) satisfies (i). For the algebras \(A_k\), \(k > 3\) none of these properties is satisfied.

Proof: Immediate consequence of Lemma 5.6 for \(A_1, A_2, A_3\). That \(A_4 = \mathbb{G} \times \mathbb{G}\), the algebra of hexadecanions is not a division algebra can be seen from the following example: let \(x = (e_7, e_8)\) and \(y = (e_5, e_9)\), where \(e_1, e_2, \ldots, e_8\) denote the 8 vectors of the canonical basis of \(\mathbb{G}\). \(x\) and \(y\) are nonzero vectors of \(A_4\) and to prove \(x \times y = 0\) we write

\[
x \times y = (e_7e_5 - \bar{e}_6e_8, e_6e_7 + e_5\bar{e}_8).
\]

Let us denote \(e'_1, e'_2, e'_3, e'_4\) and \(e''_1, e''_2\) the canonical basis vectors in \(\mathbb{H}\) and \(\mathbb{C}\), respectively. We have

\[
e_7e_5 = (0, e'_3) \times (0, e'_1) = (0 \cdot 0 - e'_1 \cdot e'_3, e'_1 \cdot 0 + e'_3 \cdot 0) = (-e'_3, 0),
\]

\[
\bar{e}_6e_8 = (0, -e'_2) \times (0, e'_4) = (\bar{e}'_4e'_2, 0),
\]

\[
e'_3 + \bar{e}'_3e'_2 = (0, e''_1) + (0, -e''_2) \times (e''_2, 0) = (0, e''_1) + (0, -e''_3e'_2) =
\]

\[
(0, e''_1) + (0, -e''_1) = 0.
\]
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Analogously
\[ e_6 e_7 = (0, e'_2) \times (0, e'_4) = (-e'_3 e'_2, 0), \quad e_8 e_5 = (0, e'_4) \times (0, -e'_1) = (e'_4, 0), \]
\[ -e'_3 e'_2 + e'_4 = (0, e'_1) \times (e'_2'', 0) + (0, e'_2') = (0, e'_2'') \times (0, e'_2) = 0. \]
Therefore \( x \times y = (0, 0) = 0. \)

**Proposition 5.8** The multiplication is isometric in \( A_0, A_1, A_2 \) and \( A_3 \).

**Proof:** The isometry \( |x y| = |x| |y| \) is evident in \( A_0 = \mathbb{R} \). In \( A_1 = \mathbb{C} \), we check from \((a + ib) \times (c + id) = ac - bd + i(bc + ad)\) that \((a^2 + b^2)(c^2 + d^2) = (ac - bd)^2 + (bc + ad)^2\). Similarly in \( A_2 = \mathbb{H} \) and \( A_3 = \mathbb{O} \), one can establish the four squares theorem (Euler, 1748) and the eight squares theorem (Degen, 1818) by direct computation.

For the other algebras \( A_k, k \geq 4 \), one has only the metric property: there exists \( \sigma > 0 \) such that \( |x \times y| \leq \sigma |x| |y| \) for \( x, y \in V \) [4, p.241]. In \( A_4 \), a preliminary numerical study shows that \( \sigma > 1 \) as could be expected. But the average value for \( |x \times y| / |x| |y| \) seems surprisingly close to 1. Similarly, the \( A_k, k \geq 3 \), are not associative, but retain the weaker form of associativity called **power-associativity** which concerns exponentiation: \( x^m \times x^n = x^{m+n} \), for all \( m \geq 1, n \geq 1 \), and all \( x \in A_k \) [4, p.190].

**Proposition 5.9** The multiplication is power associative in \( A_k, k \geq 0 \).

**Proof:** We prove by recurrence that \( x \times x^2 = x^2 \times x \) for \( x \) in \( A_k, k > 0 \). In \( A_0 = \mathbb{R} \), the recurrence assumption is true.

Let \( x = (a, b) \), then \( x^2 = (-|b|^2 + a^2; 2(\Re a)b) \) and \( \overline{x^2} = (\overline{x})^2 \), with \( \overline{x} = (\overline{a}, -b) \). We assume that \( a \cdot a^2 = a^2 \cdot a \). Therefore
\[ x \times x^2 - x^2 \times x = (a \cdot a^2 - a^2 \cdot a, 2 \Re a (b \cdot (a - \overline{a}) + b(\overline{a} - a))) = (0, 0). \]

\( \triangle \)

As we saw, for \( k = 0 \) to 3, the multiplication has stronger properties (respectively selfconjugate, commutative, associative and alternative [4]). The power associativity, which is valid for any \( k \), makes it possible to define exponentiation \( n \rightarrow x^n \), for any integer value \( n \in \mathbb{N}^* = \mathbb{N} \backslash \{0\} \) of the exponent, and for any \( x \) in \( A_k \).

It can be shown that an algebra is associative (respectively alternative, or power associative) iff the subalgebra generated by any 3 (respectively 2, or 1) different elements is itself associative.

### 5.2 The recursive structure of the multiplication in \( A_k \)

In order to make the recursive structure of the multiplication on \( A_k \) more apparent, we explicit below the multiplication \( x^n = x \times x^t \) for \( x \) and \( x^t \) in \( \mathbb{R}, \mathbb{C}, \mathbb{H} \) and \( \mathbb{O} \) respectively, the components of \( x \) and \( x^t \) being \( a, b, c, \ldots, h \) and \( a', b', c', \ldots, h' \) respectively.

i) multiplication in \( \mathbb{R} \)
\[ a \times a' = a'' = aa', \]

ii) multiplication in \( \mathbb{C} \)

\[(a, b) \times (a', b') = (a'', b'')\]

\[a'' = aa' - bb', \quad b'' = ab' + ba', \]

iii) multiplication in \( \mathbb{H} \)

\[(a, b, c, d) \times (a', b', c', d') = (a'', b'', c'', d'')\]

\[a'' = aa' - bb' - cc' - dd' - ee' - ff' - gg' - hh', \]

\[b'' = ab' + ba' + cd' - dc' + ef' + fe' - gh' + hg', \]

\[c'' = ac' + ca' + db' - bd' + fc' - cf' - de' + ed', \]

\[d'' = ad' + da' + bc' - cb' + ef' - fe' - gh' + hg', \]

\[e'' = ae' + ea' - bf' + fb' - ef' - gf' + fg' + eh' - he', \]

\[f'' = af' + fa' - be' - eb' + ch' + hc' - df' - fd', \]

\[g'' = ag' + ga' + bh' - hb' + cg' - gc' - df' - fd', \]

\[h'' = ah' + ha' - bg' + gb' - cf' - fc' + de' - ed'. \]

## 6 The recursive construction of binary algebras

In the mathematical literature, hypercomplex numbers have real components. And real algebra is based on the field of real numbers. However, since Computer Science (and logic) make such a heavy use of the finite field \( \mathbb{Z}/2\mathbb{Z} \) consisting of the two numbers \( \{0, 1\} \), it is tempting to see how the construction of the preceding paragraph is modified if one starts the recursion from \( B_0 = \mathbb{Z}/2\mathbb{Z} = \mathbb{Z}_2 \).

The successive algebras \( B_k, k \geq 0 \), are obviously finite. And the theorem of Wedderburn (1905) applies: every finite division algebra is actually a field [6]. Such algebras are considered in [11].

**Lemma 6.1** In the algebras \( B_k, k \geq 0 \), the conjugate map is the identity and the multiplication is associative and commutative.

**Proof:** Clear by induction on \( k \). The identity (6) becomes \( \overline{(a, b)} = (a, b) \). The expression (7) yields

\[(a, b) \times (c, d) = (ac + db, da + bc) = (c, d) \times (a, b) = (ca + bd, bc + da). \]
It is easy to conclude that $B_0$ is the only binary division algebra. For the other algebras $B_k$, $k > 0$, the multiplication is associative and commutative. The inverse $x^{-1}$ of $x \neq 0$ does not always exist: this is a consequence of $x = \bar{x}$, therefore $x \times \bar{x} = x^2$ cannot play the role of a norm: it can be zero for $x \neq 0$. However, because the computation in $\mathbb{Z}_2$ is mod 2, the square $x^2 = (a, b) \times (a, b) = (a^2 + b^2, 2ab)$ is such that $2ab = 0$ and $a^2 + b^2 \in \mathbb{Z}_2$. Therefore $x^2 = 0$ or $x^2 = 1$, depending on the number of nonzero components in $x$. Because of addition mod 2, $x^2 = 1$ iff $x$ has an odd number of nonzero components, then $x^{-1} = x$.

**Lemma 6.2** In $B_k$, $k \geq 0$, $x^2 = 1$, or equivalently, $x^{-1}$ exists and $x^{-1} = x$ iff $x$ has an odd number of nonzero components.

We remark that with the change of notation $00 \rightarrow 0, 10 \rightarrow 1, 11 \rightarrow 2, 01 \rightarrow 3$, the multiplication of $B_1 = B_0 \times B_0$ becomes that of $\mathbb{Z}/4\mathbb{Z} = \mathbb{Z}_4$, the ring of integers modulo 4 (where $2 \times 2 = 0$ mod 4).

The reader should notice that the above notation differs from the usual binary notation: 00 → 0, 01 → 1, 10 → 2, 11 → 3 by a cyclic permutation of the 3 numbers different from 0.

7 Conclusion

We have studied the recursive construction of algebras of dimension $2^k$, $k \geq 0$ from $A_0 = \mathbb{R}$ and from $B_0 = \mathbb{Z}_2$. In the case of real algebras of hypercomplex numbers, we showed that there is really 3 operations to consider: the classical arithmetic operations $+$ and $\times$, and the geometric conjugacy operation. Only the four first algebras are with division. They correspond to the well-known systems of hypercomplex numbers $\mathbb{R}$, $\mathbb{C}$, $\mathbb{H}$ and $\mathbb{G}$ of dimension 1, 2, 4 and 8. The inverse of any nonzero vector always exists in $A_k$, $k \geq 0$.

In the case of binary algebras, only the first $B_0 = \mathbb{Z}_2$ is with division (it is a field). The multiplication in $B_k$, $k > 0$ satisfies the two properties (ii) and (iii), but the inverse $x^{-1} = x$ does not always exist for $x \neq 0$. All $B_k$, $k > 0$ are self-conjugate.

The interplay between Algebra and Geometry is effectively at work only for real hypercomplex computation when the conjugacy map is not trivially reduced to the identity. The intimate connection between Algebra and Geometry expressed by (6) and (7) may be the reason why it has been so difficult to prove that there are essentially only four real division algebras, hence justifying the use of sophisticated topological methods.
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