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#### Abstract

In many situations, it has been observed that significant convergence improvements can be achieved in preconditioned Krylov subspace methods by enriching them with some spectral information. On the other hand effective preconditioning strategies are often designed where the preconditioner varies from one step to the next so that a flexible Krylov solver is required. In this paper, we present a new numerical technique for non-symmetric problems that combines these two features. We illustrate the numerical behavior of the new solver both on a set of small academic test examples as well as on large industrial simulation arising in wave propagation simulations.
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1. Introduction. The solution of large linear systems is a basic kernel in many large scale simulations and preconditioned Krylov subspace methods are among the most popular linear solvers. For non-symmetric problems the GMRES [25] method is often chosen because of its robustness $[18,19]$ and because the Euclidean norm of the system residual is non-increasing along the iterations. In order to make the GMRES method affordable from a memory and floating point operation-count point of view, a restarting or a truncation [26] process has to be implemented. In the classical restarted GMRES approach, the initial guess at restart is chosen to be the best (for the residual norm) known iterate, enforcing thereby the non-increase of the residual norm even when a restart is performed. In such a situation the restart is performed with only one vector. In addition, it has been observed that reusing part of the current Krylov space (and not only one vector) for the construction of iterates in the next cycle of GMRES might significantly improve the convergence. In many approaches, some estimate of the invariant subspace is searched in the Krylov subspace and reused in the next restart either by augmenting the space [3, 14, 23], by deflating over the subspace [16] or by ensuring some orthogonality properties with respect to that space [20]. One of the most recent work in this field based on a deflation approach is GMRES-DR [16]. This method reduces to GMRES, when no deflation is applied, but may provide a much faster convergence than GMRES for well chosen deflation spaces as described in [16].

The methods mentioned above suppose that the preconditioner is a given matrix $M$ that is not allowed to change along the iterations. However, there are situations where this is not true anymore, as e.g. in domain decomposition methods, when approximate solvers are considered for the interior problems (see references in [29, Sect. 4.4] or in [31, Sect. 4.3]). This approach is notably used when the size of the local subproblems is so large that obtaining an approximate solution using an iterative method is computationally more interesting than using a direct method. If the domain decomposition preconditioner is based on the use of approximate solvers, its application is not a linear operation in general, and flexible methods, such as the Flexible GMRES method (see the FGMRES method in [22]), are designed to handle this situation.

In this paper, we present a new approach that combines flexible iterations and a restarting strategy that exploits some spectral information. The paper is organized as follows: in Section 2, we briefly present Flexible GMRES [22] and GMRES with deflated restarting [16]. In Section 3 we describe the minimum residual norm subspace method that allows deflated restarting and flexible preconditioning. Section 4 is devoted to numerical experiments where both academic and real life problems are considered to illustrate the numerical features of the new solver.
2. Problem setting. For the sake of generality we describe in this paper approaches for complex-valued linear systems, although everything also specializes to real arithmetic calculation. Let $A \in \mathbb{C}^{n \times n}$ be a square nonsingular $n \times n$ non-symmetric complex matrix, and $b \in \mathbb{C}^{n}$ be a

[^0]vector, that both define the linear system
\[

$$
\begin{equation*}
A x=b \tag{2.1}
\end{equation*}
$$

\]

Among the possible subspace methods to solve the linear system (2.1) we consider the variants that search for an approximation associated with a minimum residual norm property such as in GMRES. In this section we briefly present two existing minimum residual norm subspace methods that allow either variable preconditioning or deflated restarting respectively. Both methods will play an important role in the novel subspace method that allows flexible preconditioning and deflated restarting simultaneously. First we introduce some notations and definitions used through the paper.

### 2.1. Notations and definitions.

2.1.1. Notations. We denote $\|$.$\| the Euclidean norm, I_{k} \in \mathbb{C}^{k \times k}$ the identity matrix of dimension $k$ and $0_{i \times j} \in \mathbb{C}^{i \times j}$ the zero rectangular matrix with $i$ rows and $j$ columns. ${ }^{T}$ denotes the transpose operation, whereas ${ }^{H}$ represents the Hermitian transpose operation. Given a vector $d \in \mathbb{C}^{k}$ with components $d_{i}, D=\operatorname{diag}\left(d_{1}, \cdots, d_{k}\right)$ is the diagonal matrix $D \in \mathbb{C}^{k \times k}$ such that $D_{i i}=d_{i}$. Given a matrix $Q$ we denote $q_{j}$ its $j-t h$ column. Finally $e_{m} \in \mathbb{C}^{m}$ denotes the $m$-th Cartesian basis vector of $\mathbb{C}^{m}$. Regarding the algorithmic part (Algorithms 1-6), we adopt Matlab-like notations in the presentation. For instance $Q(i, j)$ denotes the $q_{i j}$ entry of matrix $Q$ and $Q(1: m, 1: j)$ refers to the submatrix made of the first $m$ rows and first $j$ columns of $Q$.
2.1.2. Definitions. Definition 2.1 introduces the fundamental relation that will characterize the class of methods that allow flexible preconditioning and/or deflated restarting.

Definition 2.1. Flexible Arnoldi relation. The subspace methods investigated in this paper will satisfy the following relation named later on flexible Arnoldi relation:

$$
A Z_{\ell}=V_{\ell+1} \bar{H}_{\ell}
$$

where $Z_{\ell} \in \mathbb{C}^{n \times \ell}, V_{\ell+1} \in \mathbb{C}^{n \times(\ell+1)}$ such that $V_{\ell+1}^{H} V_{\ell+1}=I_{\ell+1}$ and $\bar{H}_{\ell} \in \mathbb{C}^{(\ell+1) \times \ell}$. These methods will compute an approximation of the solution in a $\ell$-dimensional affine space $x_{0}+Z_{\ell} y_{\ell}$ where $y_{\ell} \in \mathbb{C}^{\ell}$. In certain cases, $\bar{H}_{\ell}$ will be an upper Hessenberg matrix.

Finally we recall the definition of a harmonic Ritz pair [17, 28] since this notion plays an important role when considering deflated restarting.

Definition 2.2. Harmonic Ritz pair. Consider a subspace $\mathcal{U}$ of $\mathbb{C}^{n}$. Given a matrix $B \in$ $\mathbb{C}^{n \times n}, \lambda \in \mathbb{C}$ and $y \in \mathcal{U},(\lambda, y)$ is a harmonic Ritz pair of $B$ with respect to $\mathcal{U}$ if and only if

$$
B y-\lambda y \perp B \mathcal{U}
$$

or equivalently, for the canonical scalar product,

$$
\forall w \in \operatorname{range}(B \mathcal{U}) \quad w^{H}(B y-\lambda y)=0
$$

We call y a harmonic Ritz vector associated with the harmonic Ritz value $\lambda$.
2.2. Flexible GMRES. In many large-scale scientific and industrial applications one might not be able to consider a fixed preconditioner at each step of the subspace method. This happens for instance when block preconditioners, including domain decomposition techniques, are considered where the blocks are too large to be handled by a direct solver. In such a situation, an iterative solver has to be implemented to solve linear systems involving these blocks. Consequently the preconditioner varies from one step to the next and flexible Krylov solvers have been developed to manage this issue [22, 33].

In [22] Saad has proposed a minimum residual norm subspace method based on the GMRES approach that allows variable preconditioning. We denote $M_{j}$ the nonsingular matrix that represents the preconditioner at step $j$ of the method. Algorithm 1 depicts the FGMRES $(m)$ method where the approximation subspace is not allowed to be larger than a prescribed dimension noted
$m$ in the rest of the paper. Starting from an initial guess $x_{0}$, it is based on the flexible Arnoldi relation with $Z_{m} \in \mathbb{C}^{n \times m}, V_{m+1} \in \mathbb{C}^{n \times(m+1)}$ and the upper Hessenberg matrix $\bar{H}_{m} \in \mathbb{C}^{(m+1) \times m}$

$$
\begin{equation*}
A Z_{m}=V_{m+1} \bar{H}_{m} \quad \text { with } \quad V_{m+1}^{H} V_{m+1}=I_{m+1} . \tag{2.2}
\end{equation*}
$$

An approximate solution $x_{m} \in \mathbb{C}^{n}$ is then found by minimizing the residual norm $\left\|b-A\left(x_{0}+Z_{m} y\right)\right\|$ over the space $x_{0}+\operatorname{range}\left(Z_{m}\right)$, the corresponding residual being $r_{m}=b-A x_{m} \in \mathbb{C}^{n}$ with $r_{m} \in$ range $\left(V_{m+1}\right)$. An optimality property similar to the one that defines GMRES is thus obtained. We note however that no general convergence results are available since the subspace of approximants range $\left(Z_{m}\right)$ is no longer a standard Krylov subspace. We refer the reader to $[22,24]$ for the analysis of the breakdown in FGMRES. Finally, we note that the additional storage cost of FGMRES $(m)$ over $\operatorname{GMRES}(m)$ only concerns the extra memory required to store $Z_{m}$; i.e., $m$ additional vectors of length $n$.

```
Algorithm 1 Flexible GMRES \((m)\)
    Initialization: Choose \(m>0\), tol \(>0, x_{0} \in \mathbb{C}^{n}\). Let \(r_{0}=b-A x_{0}, \beta=\left\|r_{0}\right\|, c=\left[\beta, 0_{1 \times m}\right]^{T}\)
    where \(c \in \mathbb{C}^{m+1}, v_{1}=r_{0} / \beta\).
    Loop
        2: Computation of \(V_{m+1}, Z_{m}\) and \(\bar{H}_{m}\) (see Algorithm 2): Apply \(m\) steps of the Arnoldi
        method with flexible preconditioning ( \(\left.z_{j}=M_{j}^{-1} v_{j}, 1 \leq j \leq m\right)\) to obtain \(V_{m+1} \in\)
        \(\mathbb{C}^{n \times(m+1)}, Z_{m} \in \mathbb{C}^{n \times m}\) and the upper Hessenberg matrix \(\bar{H}_{m} \in \mathbb{C}^{(m+1) \times m}\) such that:
\[
A Z_{m}=V_{m+1} \bar{H}_{m} \quad \text { with } \quad V_{m+1}^{H} V_{m+1}=I_{m+1} .
\]
3: Minimum norm solution: Compute the minimum norm solution \(x_{m} \in \mathbb{C}^{n}\) in the affine space \(x_{0}+\operatorname{range}\left(Z_{m}\right)\); that is, \(x_{m}=x_{0}+Z_{m} y^{*}\) where \(y^{*}=\underset{y \in \mathbb{C}^{m}}{\operatorname{argmin}}\left\|c-\bar{H}_{m} y\right\|\).
4: Check the convergence criterion: If \(\left\|c-\bar{H}_{m} y^{*}\right\| /\|b\| \leq t o l\), exit
5: Settings: Set \(x_{0}=x_{m}, r_{0}=b-A x_{0}, \beta=\left\|r_{0}\right\|, c=\left[\beta, 0_{1 \times m}\right]^{T}, v_{1}=r_{0} / \beta\).
```


## End of loop

```
Algorithm 2 Flexible GMRES \((m)\) : computation of \(V_{m+1}, Z_{m}\) and \(\bar{H}_{m}\)
    for \(j=1, m\) do
        \(z_{j}=M_{j}^{-1} v_{j}\)
        \(w=A z_{j}\)
        for \(i=1, j\) do
            \(h_{i, j}=w^{H} v_{i}\)
            \(w=w-h_{i, j} v_{i}\)
        end for
        \(h_{i+1, j}=\|w\|, v_{j+1}=w / h_{i+1, j}\)
    end for
    Define \(Z_{m}=\left[z_{1}, \cdots, z_{m}\right], V_{m+1}=\left[v_{1}, \cdots, v_{m+1}\right], \bar{H}_{m}=\left\{h_{i, j}\right\}_{1 \leq i \leq m+1,1 \leq j \leq m}\)
```

2.3. GMRES with deflated restarting. Krylov subspace methods with standard restarting implement a scheme where the maximal dimension of the approximation subspace is fixed ( $m$ here). The method is restarted in order to control both the memory requirements and the computational cost of the orthogonalization scheme of the method. In the case of $\operatorname{GMRES}(m)$ it means in practice that the orthonormal basis built is thrown away. Since some information is discarded at the restart, the convergence is expected to be slower compared to full GMRES.

Nevertheless more sophisticated procedures have been proposed to enhance convergence properties of restarted Krylov subspace methods. Basically these methods fall in the category of augmented or deflated methods and we refer the reader to [27, Sections 8 and 9] for a review and detailed references. In this paper we focus on GMRES with deflated restarting, one of those methods, referred to as GMRES-DR [16]. This method aims at using spectral information at a restart
mainly to improve the convergence of restarted GMRES. We consider a fixed right preconditioning matrix noted $M$ and suppose that an Arnoldi relation of type $A M^{-1} V_{m}=V_{m+1} \bar{H}_{m}$ holds. We note that $\bar{H}_{m} \in \mathbb{C}^{(m+1) \times m}$ has the following form

$$
\bar{H}_{m}=\left[\begin{array}{c}
H_{m} \\
h_{m+1, m} e_{m}^{T}
\end{array}\right]
$$

where $H_{m} \in \mathbb{C}^{m \times m}$ is supposed to be nonsingular. A subspace of dimension $k$ (with $k<m$ ) spanned by harmonic Ritz vectors (and not only the approximate solution with minimum residual norm) is retained in the restarting scheme. We denote $Y_{k}=V_{m} G_{k}$ these harmonic Ritz vectors where $Y_{k}=\left[y_{1}, \ldots, y_{k}\right] \in \mathbb{C}^{n \times k}$ and $G_{k}=\left[g_{1}, \ldots, g_{k}\right] \in \mathbb{C}^{m \times k}$. As originally proposed by Morgan [16], the vectors $g_{j}$ and associated Ritz values $\lambda_{j}$ (with $1 \leq j \leq k$ ) are obtained as solutions of the following eigenvalue problem

$$
\begin{equation*}
\left(H_{m}+\left|h_{m+1, m}\right|^{2} H_{m}^{-H} e_{m} e_{m}^{T}\right) g_{j}-\lambda_{j} g_{j}=0 \tag{2.3}
\end{equation*}
$$

Next, the QR factorization of the following $(m+1) \times(k+1)$ matrix

$$
\left[\left[\begin{array}{c}
G_{k} \\
0_{1 \times k}
\end{array}\right] \quad V_{m+1}^{H} r_{0}\right]=\left[\left[\begin{array}{c}
G_{k} \\
0_{1 \times k}
\end{array}\right] \quad c-\bar{H}_{m} y^{*}\right] \quad \text { with } \quad r_{0}=V_{m+1}\left(c-\bar{H}_{m} y^{*}\right)
$$

is performed where $c \in \mathbb{C}^{m+1}$ and $y^{*} \in \mathbb{C}^{m}$. This allows to compute new matrices $V_{k+1}^{n e w} \in \mathbb{C}^{n \times(k+1)}$ and $\bar{H}_{k}^{\text {new }} \in \mathbb{C}^{(k+1) \times k}$ such that

$$
\begin{aligned}
A M^{-1} V_{k}^{\text {new }} & =V_{k+1}^{n e w} \bar{H}_{k}^{\text {new }} \\
V_{k+1}^{n e w} V_{k+1}^{n e w} & =I_{k+1} \\
\operatorname{range}\left(\left[Y_{k}, r_{0}\right]\right) & =\operatorname{range}\left(V_{k+1}^{n e w}\right)
\end{aligned}
$$

where $\bar{H}_{k}^{\text {new }}$ is a $(k+1) \times k$ rectangular matrix. GMRES-DR then carries out $m-k$ Arnoldi steps with fixed preconditioning and starting vector $v_{k+1}^{n e w}$ to eventually build $V_{m+1}$ and $\bar{H}_{m}$. At the end of the GMRES cycle with deflated restarting we have a final relation similar to the Arnoldi relation (2.2) with $V_{m+1} \in \mathbb{C}^{n \times(m+1)}$ and $\bar{H}_{m} \in \mathbb{C}^{(m+1) \times m}$

$$
A M^{-1} V_{m}=V_{m+1} \bar{H}_{m} \quad \text { with } \quad V_{m+1}^{H} \quad V_{m+1}=I_{m+1}
$$

where $\bar{H}_{m}$ is no longer upper Hessenberg after the first cycle. An approximate solution $x_{m} \in \mathbb{C}^{n}$ is then found by minimizing the residual norm $\left\|b-A\left(x_{0}+M^{-1} V_{m} y\right)\right\|$ over the space $x_{0}+$ $M^{-1}$ range $\left(V_{m}\right)$, the corresponding residual being $r_{m}=b-A x_{m} \in \mathbb{C}^{n}$ with $r_{m} \in \operatorname{range}\left(V_{m+1}\right)$. An optimality property is thus also obtained.

We refer the reader to [16, 21] for further comments on the algorithm and computational details. This approach has been proved efficient on many academic examples [16]. We note that GMRES with deflated restarting is equivalent to GMRES with eigenvectors [14] and to implicitly restarted GMRES [15]. Details of the method are given in Algorithms 3 and 4 respectively. GMRES$\mathrm{DR}(m, k)$ does require only $m-k$ matrix vector products and preconditioning operations per cycle while GMRES $(m)$ needs $m$. Finally we note that Krylov subspace methods with deflated restarting have been exclusively developed in the case of a fixed preconditioner. In Section 3 we extend the GMRES-DR method to the case of variable preconditioning.

```
Algorithm 3 Right-preconditioned GMRES with deflated restarting: GMRES-DR \((m, k)\)
    : Initialization: Choose \(m>0, k>0\), tol \(>0, x_{0} \in \mathbb{C}^{n}\). Let \(r_{0}=b-A x_{0} ; \beta=\left\|r_{0}\right\|\),
    \(c=\left[\beta, 0_{1 \times m}\right]^{T} \in \mathbb{C}^{m+1}, v_{1}=r_{0} / \beta\).
    Computation of \(V_{m+1}\) and \(\bar{H}_{m}\) : Apply \(m\) steps of the Arnoldi procedure with right precondi-
    tioning to obtain \(V_{m+1} \in \mathbb{C}^{n \times(m+1)}\) and the upper Hessenberg matrix \(\bar{H}_{m} \in \mathbb{C}^{(m+1) \times m}\) such
```

    that:
    $$
A M^{-1} V_{m}=V_{m+1} \bar{H}_{m} \quad \text { with } \quad V_{m+1}^{H} V_{m+1}=I_{m+1}
$$

## Loop

3: Minimum norm solution: Compute the minimum norm solution $x_{m} \in \mathbb{C}^{n}$ in the affine space $x_{0}+M^{-1} \operatorname{range}\left(V_{m}\right)$; that is, $x_{m}=x_{0}+M^{-1} V_{m} y^{*}$ where $y^{*}=\underset{y \in \mathbb{C}^{m}}{\operatorname{argmin}}\left\|c-\bar{H}_{m} y\right\|$. Set $x_{0}=x_{m}$ and $r_{0}=b-A x_{0}$.
4: Check the convergence criterion: If $\left\|c-\bar{H}_{m} y^{*}\right\| /\|b\| \leq t o l$, exit
5: Computation of $V_{k+1}^{\text {new }}$ and $\bar{H}_{k}^{\text {new }}$ : see Algorithm 4. At the end of this step the following relations hold:

$$
A M^{-1} V_{k}^{\text {new }}=V_{k+1}^{\text {new }} \bar{H}_{k}^{\text {new }} \text { with } V_{k+1}^{\text {new } H} V_{k+1}^{\text {new }}=I_{k+1} \text { and } r_{0} \in \operatorname{range}\left(V_{k+1}^{\text {new }}\right)
$$

6: Arnoldi procedure: Set $V_{k+1}=V_{k+1}^{n e w}, \bar{H}_{k}=\bar{H}_{k}^{\text {new }}$ and apply $(m-k)$ steps of the Arnoldi procedure with right preconditioning and starting vector $v_{k+1}$ to build $V_{m+1} \in \mathbb{C}^{n \times(m+1)}$ and $\bar{H}_{m} \in \mathbb{C}^{(m+1) \times m}$ such that:

$$
A M^{-1} V_{m}=V_{m+1} \bar{H}_{m} \quad \text { with } \quad V_{m+1}^{H} V_{m+1}=I_{m+1}
$$

7: Setting: Set $c=V_{m+1}^{H} r_{0}$.

## End of loop

```
Algorithm 4 GMRES-DR \((m, k)\) : computation of \(V_{k+1}^{\text {new }}\) and \(\bar{H}_{k}^{\text {new }}\)
    Input: \(A, V_{m+1}\) such that \(A M^{-1} V_{m}=V_{m+1} \bar{H}_{m}\) and \(c-\bar{H}_{m} y^{*}\) such that \(r_{0}=V_{m+1}\left(c-\bar{H}_{m} y^{*}\right)\).
    Settings: Define \(h_{m+1, m}=\bar{H}_{m}(m+1, m), H_{m} \in \mathbb{C}^{m \times m}\) as \(H_{m}=\bar{H}_{m}(1: m, 1: m)\).
    Compute \(k\) harmonic Ritz vectors: Compute \(k\) independent eigenvectors \(g_{i}\) of the matrix
    \(H_{m}+\left|h_{m+1, m}\right|^{2} H_{m}^{-H} e_{m} e_{m}^{T}\). Set \(G_{k}=\left[g_{1}, \ldots, g_{k}\right] \in \mathbb{C}^{m \times k}\).
    Augmentation of \(G_{k}\) : Define \(G_{k+1} \in \mathbb{C}^{(m+1) \times(k+1)}\) as
```

$$
G_{k+1}=\left[\left[\begin{array}{c}
G_{k} \\
0_{1 \times k}
\end{array}\right], c-\bar{H}_{m} y^{*}\right] .
$$

: Orthonormalization of the columns of $G_{k+1}$ : Perform a $Q R$-factorization of $G_{k+1}$ as $G_{k+1}=$ $P_{k+1} \Gamma_{k+1}$. Define $P_{k} \in \mathbb{C}^{m \times k}$ as $P_{k}=P_{k+1}(1: m, 1: k)$.
6: Settings and final relation: Set $V_{k+1}^{n e w}=V_{m+1} P_{k+1}$ and $\bar{H}_{k}^{\text {new }}=P_{k+1}^{H} \bar{H}_{m} P_{k}$. At the end of this step the following relations are satisfied:

$$
A M^{-1} V_{m} P_{k}=V_{m+1} P_{k+1} P_{k+1}^{H} \bar{H}_{m} P_{k} \quad \text {;i.e., } \quad A M^{-1} V_{k}^{\text {new }}=V_{k+1}^{\text {new }} \bar{H}_{k}^{\text {new }}
$$

where $\bar{H}_{k}^{\text {new }}$ is generally a dense matrix.
3. Flexible GMRES with deflated restarting. In this section we present the new subspace method that allows deflated restarting and variable preconditioning simultaneously. We suppose that a flexible Arnoldi relation holds $\left(A Z_{m}=V_{m+1} \bar{H}_{m}\right)$ and analyze one cycle of this method.
3.1. Analysis of a cycle. We discuss now the two main points related to the extension of GMRES-DR in a flexible setting: what is the harmonic Ritz information recovered at restart and is it still possible as in GMRES-DR to restart at low computational cost the flexible Arnoldi relation?

Both questions will be answered in this section.
3.1.1. Harmonic Ritz formulation. Proposition 1 presents the harmonic Ritz formulation used in the flexible variant of GMRES with deflated restarting.

Proposition 1. Flexible GMRES with deflated restarting relies on the computation of $k$ harmonic Ritz vectors $Y_{k}=V_{m} G_{k}$ with $Y_{k} \in \mathbb{C}^{n \times k}$ and $G_{k} \in \mathbb{C}^{m \times k}$, where each harmonic Ritz pair $\left(\lambda_{j}, V_{m} g_{j}\right)$ satisfies

$$
\left(H_{m}+\left|h_{m+1, m}\right|^{2} H_{m}^{-H} e_{m} e_{m}^{T}\right) g_{j}-\lambda_{j} g_{j}=0
$$

$Y_{k}$ correspond to harmonic Ritz vectors of $A Z_{m} V_{m}^{H}$ with respect to range $\left(V_{m}\right)$.
Proof. The proposed eigenvalue problem - which is the same as in GMRES with deflated restarting (see relation (2.3)) - can be also written in a compact form as

$$
\begin{equation*}
\bar{H}_{m}^{H} \bar{H}_{m} g_{j}-\lambda_{j} \bar{H}_{m}^{H}\binom{g_{j}}{0}=0 \tag{3.1}
\end{equation*}
$$

Since $V_{m+1}$ has orthonormal columns the following relations hold for the two terms of Equation (3.1)

$$
\begin{aligned}
\bar{H}_{m}^{H} \bar{H}_{m} & =\left(A Z_{m}\right)^{H}\left(A Z_{m}\right), \\
\bar{H}_{m}^{H}\binom{g_{j}}{0} & =\bar{H}_{m}^{H} V_{m+1}^{H} V_{m+1}\binom{g_{j}}{0}=\left(A Z_{m}\right)^{H} V_{m} g_{j} .
\end{aligned}
$$

Consequently the eigenvalue problem (3.1) becomes

$$
\begin{equation*}
\forall w \in \operatorname{range}\left(A Z_{m}\right) \quad w^{H}\left(A Z_{m} g_{j}-\lambda_{j} V_{m} g_{j}\right)=0 \tag{3.2}
\end{equation*}
$$

or equivalently since $V_{m}^{H} V_{m}=I_{m}$

$$
\forall w \in \operatorname{range}\left(A Z_{m} V_{m}^{H} V_{m}\right) \quad w^{H}\left(A Z_{m} V_{m}^{H} V_{m} g_{j}-\lambda_{j} V_{m} g_{j}\right)=0
$$

Thus following Definition 2.2, $Y_{k}$ correspond to harmonic Ritz vectors of $A Z_{m} V_{m}^{H}$ with respect to range $\left(V_{m}\right)$. When a fixed preconditioning is used, it is straightforward to deduce that GMRES-DR relies on harmonic Ritz vectors of $A M^{-1} V_{m}^{H}$ with respect to range $\left(V_{m}\right)$. Due to relation (3.2) we also note that the harmonic residual vectors $A Z_{m} V_{m}^{H} V_{m} g_{j}-\lambda_{j} V_{m} g_{j} \in \operatorname{range}\left(V_{m+1}\right)$ are orthogonal to a subspace of dimension $m$ spanned by the columns of $A Z_{m}$. -

In Lemma 3.1 we detail a useful relation satisfied by the harmonic Ritz vectors.
Lemma 3.1.
In Flexible GMRES with deflated restarting, the harmonic Ritz vectors are given by $Y_{k}=V_{m} G_{k}$ with corresponding harmonic Ritz values $\lambda_{k} . G_{k} \in \mathbb{C}^{m \times k}$ satisfies the following relation:

$$
A Z_{m} G_{k}=V_{m+1}\left[\left[\begin{array}{c}
G_{k}  \tag{3.3}\\
0_{1 \times k}
\end{array}\right], \rho_{m}\right]\left[\begin{array}{c}
\operatorname{diag}\left(\lambda_{1}, \cdots, \lambda_{k}\right) \\
\alpha_{1 \times k}
\end{array}\right]
$$

where $\rho_{m} \in \mathbb{C}^{m+1}$ is such that $r_{0}=V_{m+1} \rho_{m}=V_{m+1}\left(c-\bar{H}_{m} y^{*}\right)$ and $\alpha_{1 \times k}=\left[\alpha_{1}, \cdots, \alpha_{k}\right] \in \mathbb{C}^{1 \times k}$.
Proof. The harmonic residual vectors $A Z_{m} V_{m}^{H} V_{m} g_{i}-\lambda_{i} V_{m} g_{i}$ and the residual vector $r_{0}$ all reside in a subspace of dimension $m+1$ (spanned by the columns of $V_{m+1}$ ) and are orthogonal to the same subspace of dimension $m$ (spanned by the columns of $A Z_{m}$ subspace of range $\left(V_{m+1}\right)$ ), so they must be collinear. Consequently there exist $k$ coefficients noted $\alpha_{i} \in \mathbb{C}$ with $1 \leq i \leq k$ such that

$$
\begin{equation*}
\forall i \in\{1, \cdots, k\} A Z_{m} g_{i}-\lambda_{i} V_{m} g_{i}=\alpha_{i} r_{0}=\alpha_{i} V_{m+1} \rho_{m} \tag{3.4}
\end{equation*}
$$

Setting $\alpha_{1 \times k}=\left[\alpha_{1}, \cdots, \alpha_{k}\right] \in \mathbb{C}^{1 \times k}$, the collinearity expression (3.4) can be written in matrix form

$$
A Z_{m} G_{k}=V_{m+1}\left[\left[\begin{array}{c}
G_{k} \\
0_{1 \times k}
\end{array}\right], \rho_{m}\right]\left[\begin{array}{c}
\operatorname{diag}\left(\lambda_{1}, \cdots, \lambda_{k}\right) \\
\alpha_{1 \times k}
\end{array}\right] .
$$

■
3.1.2. Flexible Arnoldi relation. Let us further denote by $G_{k}=P_{k} \Gamma_{k}$ the $Q R$-factorization of $G_{k}$, where $P_{k} \in \mathbb{C}^{m \times k}$ has orthonormal columns and $\Gamma_{k} \in \mathbb{C}^{k \times k}$ is a nonsingular upper triangular matrix. We denote $G_{k+1} \in \mathbb{C}^{(m+1) \times(k+1)}$ the following matrix that appears in Lemma 3.1:

$$
G_{k+1}=\left[\left[\begin{array}{c}
G_{k}  \tag{3.5}\\
0_{1 \times k}
\end{array}\right], \rho_{m}\right] .
$$

Proposition 2 shows that a flexible Arnoldi relation can be recovered at low computational cost when restarting with some harmonic information; i.e., without involving any matrix-vector product with $A$ as in [5].

Proposition 2.
At each restart of Flexible GMRES with deflated restarting, the flexible Arnoldi relation

$$
A Z_{k}^{\text {new }}=V_{k+1}^{n e w} \bar{H}_{k}^{\text {new }}
$$

holds with

$$
\begin{gathered}
Z_{k}^{\text {new }}=Z_{m} P_{k}, \\
V_{k+1}^{n e w}=V_{m+1} P_{k+1},
\end{gathered}
$$

and

$$
\bar{H}_{k}^{\text {new }}=P_{k+1}^{H} \bar{H}_{m} P_{k}
$$

Proof.
After orthogonalization of the vector $\rho_{m}$ against the columns of $\left[\begin{array}{c}P_{k} \\ 0_{1 \times k}\end{array}\right]$ we obtain the unit norm vector $p_{k+1} \in \mathbb{C}^{m+1}$ that satisfies

$$
p_{k+1}=\bar{p}_{k+1} /\left\|\bar{p}_{k+1}\right\| \quad \text { with } \quad \bar{p}_{k+1}=\rho_{m}-\left[\begin{array}{c}
P_{k} \\
0_{1 \times k}
\end{array}\right]\left[\begin{array}{c}
P_{k} \\
0_{1 \times k}
\end{array}\right]^{H} \rho_{m}
$$

We note $a=\left\|\bar{p}_{k+1}\right\|$ and $u_{k \times 1} \in \mathbb{C}^{k}$ the following quantity $u_{k \times 1}=\left[\begin{array}{c}P_{k} \\ 0_{1 \times k}\end{array}\right]^{H} \rho_{m}$ respectively. Thus

$$
\rho_{m}=\left[\left[\begin{array}{c}
P_{k} \\
0_{1 \times k}
\end{array}\right], p_{k+1}\right]\left[\begin{array}{c}
u_{k \times 1} \\
a
\end{array}\right] .
$$

Consequently the $Q R$ factorization of $G_{k+1}=P_{k+1} \Gamma_{k+1}$ can be written as

$$
\left[\left[\begin{array}{c}
G_{k} \\
0_{1 \times k}
\end{array}\right], \rho_{m}\right]=\left[\left[\begin{array}{c}
P_{k} \\
0_{1 \times k}
\end{array}\right], p_{k+1}\right]\left[\begin{array}{cc}
\Gamma_{k} & u_{k \times 1} \\
0_{1 \times k} & a
\end{array}\right] .
$$

From relation (3.3) of Lemma 3.1 we deduce

$$
A Z_{m} P_{k}=V_{m+1} P_{k+1} \Gamma_{k+1}\left[\begin{array}{c}
\operatorname{diag}\left(\lambda_{1}, \cdots, \lambda_{k}\right)  \tag{3.6}\\
\alpha_{1 \times k}
\end{array}\right] \Gamma_{k}^{-1}
$$

Using the flexible Arnoldi relation $A Z_{m}=V_{m+1} \bar{H}_{m}$ and $P_{k+1}^{H} P_{k+1}=I_{k+1}$ we obtain

$$
P_{k+1}^{H} \bar{H}_{m} P_{k}=\Gamma_{k+1}\left[\begin{array}{c}
\operatorname{diag}\left(\lambda_{1}, \cdots, \lambda_{k}\right) \\
\alpha_{1 \times k}
\end{array}\right] \Gamma_{k}^{-1} .
$$

If we denote $Z_{k}^{\text {new }}=Z_{m} P_{k}, V_{k+1}^{n e w}=V_{m+1} P_{k+1}$ and

$$
\bar{H}_{k}^{\text {new }}=\Gamma_{k+1}\left[\begin{array}{c}
\operatorname{diag}\left(\lambda_{1}, \cdots, \lambda_{k}\right) \\
\alpha_{1 \times k}
\end{array}\right] \Gamma_{k}^{-1}=P_{k+1}^{H} \bar{H}_{m} P_{k}
$$

Equation (3.6) can be written in the following flexible Arnoldi relation

$$
A Z_{k}^{\text {new }}=V_{k+1}^{\text {new }} \bar{H}_{k}^{\text {new }} .
$$

$\square$
Next, setting $Z_{k}=Z_{k}^{\text {new }}, V_{k+1}=V_{k+1}^{n e w}$ and $\bar{H}_{k}=\bar{H}_{k}^{\text {new }}$ respectively flexible GMRES with deflated restarting then carries out $(m-k)$ flexible Arnoldi steps with flexible preconditioning and starting vector $v_{k+1}$ leading to

$$
A Z_{m}=V_{m+1} \bar{H}_{m}
$$

where $Z_{m} \in \mathbb{C}^{n \times m}, V_{m+1} \in \mathbb{C}^{n \times(m+1)}$ and $\bar{H}_{m} \in \mathbb{C}^{(m+1) \times m}$.
3.2. Algorithm and computational aspects. Details of flexible GMRES with deflated restarting are depicted in Algorithms 5 and 6 respectively. We will call this algorithm FGMRES$\operatorname{DR}(m, k)$ and compare this method with both FGMRES $(m)$ and GMRES-DR $(m, k)$ from a computational and storage point of view.

```
Algorithm 5 Flexible GMRES with deflated restarting: FGMRES-DR \((m, k)\)
    Initialization: Choose \(m>0, k>0\), tol \(>0, x_{0} \in \mathbb{C}^{n}\). Let \(r_{0}=b-A x_{0} ; \beta=\left\|r_{0}\right\|\),
    \(c=\left[\beta, 0_{1 \times m}\right]^{T} \in \mathbb{C}^{m+1}, v_{1}=r_{0} / \beta\).
    2: Computation of \(V_{m+1}, Z_{m}\) and \(\bar{H}_{m}\) : Apply \(m\) steps of the Arnoldi procedure with flexible
    preconditioning to obtain \(V_{m+1} \in \mathbb{C}^{n \times(m+1)}, Z_{m} \in \mathbb{C}^{n \times m}\) and the upper Hessenberg matrix
    \(\bar{H}_{m} \in \mathbb{C}^{(m+1) \times m}\) such that:
```

$$
A Z_{m}=V_{m+1} \bar{H}_{m} \quad \text { with } \quad V_{m+1}^{H} V_{m+1}=I_{m+1}
$$

## Loop

3: Minimum norm solution: Compute the minimum norm solution $x_{m} \in \mathbb{C}^{n}$ in the affine space $x_{0}+\operatorname{range}\left(Z_{m}\right)$; that is, $x_{m}=x_{0}+Z_{m} y^{*}$ where $y^{*}=\underset{y \in \mathbb{C}^{m}}{\operatorname{argmin}}\left\|c-\bar{H}_{m} y\right\|$. Set $x_{0}=x_{m}$ and $r_{0}=b-A x_{0}$.
4: Check the convergence criterion: If $\left\|c-\bar{H}_{m} y^{*}\right\| /\|b\| \leq t o l$, exit
5: Computation of $V_{k+1}^{n e w}, Z_{k}^{\text {new }}$ and $\bar{H}_{k}^{\text {new }}$ : see Algorithm 6. At the end of this step the following relations hold:

$$
\begin{equation*}
A Z_{k}^{\text {new }}=V_{k+1}^{\text {new }} \bar{H}_{k}^{\text {new }} \text { with } V_{k+1}^{\text {new } H} V_{k+1}^{\text {new }}=I_{k+1} \text { and } r_{0} \in \operatorname{range}\left(V_{k+1}^{\text {new }}\right) \tag{3.7}
\end{equation*}
$$

6: Arnoldi procedure: Set $V_{k+1}=V_{k+1}^{\text {new }}, Z_{k}=Z_{k}^{\text {new }}, \bar{H}_{k}=\bar{H}_{k}^{\text {new }}$ and apply $(m-k)$ steps of the Arnoldi procedure with flexible preconditioning and starting vector $v_{k+1}$ to build $V_{m+1} \in \mathbb{C}^{n \times(m+1)}, Z_{m} \in \mathbb{C}^{n \times m}$ and $\bar{H}_{m} \in \mathbb{C}^{(m+1) \times m}$ such that:

$$
A Z_{m}=V_{m+1} \bar{H}_{m} \quad \text { with } \quad V_{m+1}^{H} V_{m+1}=I_{m+1}
$$

7: Setting: Set $c=V_{m+1}^{H} r_{0}$.

## End of loop

3.2.1. Computational cost. We summarize now in Table 3.1 the main computational costs associated with each generic cycle of FGMRES $(m)$, GMRES-DR $(m, k)$ and FGMRES-DR $(m, k)$. We have only included the costs proportional to the size of the original problem $n$ which is supposed to be much larger than $m$ and $k$. We denote $o p_{A}$ and $o p_{M}$ the floating point operation counts for the matrix-vector product and the preconditioner application respectively. The main computational differences are in the calculation of $V_{k+1}$ and $Z_{k}$ when comparing FGMRES and FGMRES-DR. In FGMRES-DR those vectors are computed using dense matrix-matrix operations efficiently implemented in BLAS-3 libraries, while in FGMRES-DR they are obtained through a sequence of matrix-vector products, possibly sparse, depending on the nature of $A$ and the preconditioners.

For deflating variants, the reduction of this total cost is still possible. The right-hand side $c$ of the least-squares problem is computed as $c=V_{m+1}^{H} r_{0}$ which involves $2 n(m+1)$ operations as

```
Algorithm 6 FGMRES-DR \((m, k)\) : computation of \(V_{k+1}^{\text {new }}, Z_{k}^{\text {new }}\) and \(\bar{H}_{k}^{\text {new }}\)
    Input: \(A, Z_{m}, V_{m+1}\) such that \(A Z_{m}=V_{m+1} \bar{H}_{m}\) and \(c-\bar{H}_{m} y^{*}\) such that \(r_{0}=V_{m+1}\left(c-\bar{H}_{m} y^{*}\right)\).
    Settings: Define \(h_{m+1, m}=\bar{H}_{m}(m+1, m), H_{m} \in \mathbb{C}^{m \times m}\) as \(H_{m}=\bar{H}_{m}(1: m, 1: m)\).
    Compute \(k\) harmonic Ritz vectors. Compute \(k\) independent eigenvectors \(g_{i}\) of the matrix
    \(H_{m}+\left|h_{m+1, m}\right|^{2} H_{m}^{-H} e_{m} e_{m}^{T}\). Set \(G_{k}=\left[g_{1}, \ldots, g_{k}\right] \in \mathbb{C}^{m \times k}\).
    4: Augmentation of \(G_{k}\) : Define \(G_{k+1} \in \mathbb{C}^{(m+1) \times(k+1)}\) as
```

$$
G_{k+1}=\left[\left[\begin{array}{c}
G_{k}  \tag{3.8}\\
0_{1 \times k}
\end{array}\right], c-\bar{H}_{m} y^{*}\right] .
$$

: Orthonormalization of the columns of $G_{k+1}$ : Perform a $Q R$-factorization of $G_{k+1}$ as $G_{k+1}=$ $P_{k+1} \Gamma_{k+1}$. Define $P_{k} \in \mathbb{C}^{m \times k}$ as $P_{k}=P_{k+1}(1: m, 1: k)$.
6: Settings and final relation: Set $V_{k+1}^{\text {new }}=V_{m+1} P_{k+1}, Z_{k}^{\text {new }}=Z_{m} P_{k}$ and $\bar{H}_{k}^{\text {new }}=P_{k+1}^{H} \bar{H}_{m} P_{k}$, so that the following relations are satisfied:

$$
\begin{equation*}
A Z_{m} P_{k}=V_{m+1} P_{k+1} P_{k+1}^{H} \bar{H}_{m} P_{k} \quad \text {;i.e., } \quad A Z_{k}^{\text {new }}=V_{k+1}^{\text {new }} \bar{H}_{k}^{\text {new }} \tag{3.9}
\end{equation*}
$$

where $\bar{H}_{k}^{\text {new }}$ is generally a dense matrix.

| Computation of | FGMRES $(m)$ | GMRES-DR $(m, k)$ | FGMRES-DR $(m, k)$ |
| :---: | :---: | :---: | :---: |
| $V_{m}(:, 1: k+1)$ | $k o p_{A}+n k(2 k+5)$ | $2 n(m+1)(k+1)$ | $2 n(m+1)(k+1)$ |
| $Z_{m}(:, 1: k)$ | $k o p_{M}$ | - | $2 n m k$ |
| $V_{m}(:, k+2: m+1)$ | $(m-k) o p_{A}+$ | $(m-k)\left(o p_{A}+o p_{M}\right)+$ | $(m-k) o p_{A}+$ |
| $n(m-k)(2 m+2 k+5)$ | $n(m-k)(2 m+2 k+5)$ | $n(m-k)(2 m+2 k+5)$ |  |
| $Z_{m}(:, k+1: m)$ | $(m-k) o p_{M}$ | - | $(m-k) o p_{M}$ |
| $c$ | 2 n | $2 n(m+1)$ | $2 n(m+1)$ |

Computational cost of a generic cycle of $\operatorname{FGMRES}(m), \operatorname{GMRES}-D R(m, k)$ and $\operatorname{FGMRES}-D R(m, k)$.
shown in Table 3.1. This cost can be first reduced by observing that the residual $r_{0}$ belongs to the subspace spanned by the columns of $V_{k+1}$, consequently only its first $(k+1)$ entries are non-zero. These quantities can be obtained by computing $V_{k+1}^{H} r_{0}$ and it only requires $2 n(k+1)$ operations. This has been notably investigated in [21]. The calculation of $c$ can be even more reduced as described in Proposition 3.

Proposition 3. The first $(k+1)$ components of the right-hand side $c$ of the next least-squares problem are given by the last column of $\Gamma_{k+1}$, the triangular factor of the $Q R$ factorization of the matrix $G_{k+1}$ defined in relation (3.5).

Proof. In Proposition 2 we have shown that $\rho_{m}=P_{k+1}\left[\begin{array}{c}u_{k \times 1} \\ a\end{array}\right]$. Consequently $r_{0}=V_{m+1} \rho_{m}=$ $V_{k+1}^{\text {new }}\left[\begin{array}{c}u_{k \times 1} \\ a\end{array}\right]$. Thus the right-hand side of the new least-squares problem is given by

$$
c=V_{m+1}^{H} r_{0}=V_{m+1}^{H} V_{k+1}^{n e w}\left[\begin{array}{c}
u_{k \times 1} \\
a
\end{array}\right]=\left[\begin{array}{c}
u_{k \times 1} \\
a \\
0_{(m-k) \times 1}
\end{array}\right] .
$$

$\square$
We note that Proposition 3 holds for both GMRES-DR $(m, k)$ and FGMRES-DR $(m, k)$.
3.2.2. Storage requirements. Regarding storage, we have only included the storage proportional to the size of the original problem $n$ which is supposed to be much larger than $m$ and $k$.

Standard. With this convention FGMRES-DR $(m, k)$ requires the storage of $Z_{m}, V_{m+1}$ and at most $k+1$ additional vectors to store in turn $V_{k+1}^{\text {new }}$ and $Z_{k}^{\text {new }}$. Thus $\operatorname{FGMRES}-\operatorname{DR}(m, k)$ requires the storage of $(2 m+k+2)$ vectors of length $n$.

Buffered. If an extra memory block of buff size can be allocated, a blocked matrix-matrix product can be implemented to perform $V_{k+1}^{\text {new }}=V_{m+1} P_{k+1}$ and $Z_{k}^{\text {new }}=Z_{m} P_{k}$, that computes these matrices block-row by block-row before overwriting the result in the data structure allocated for $V_{m+1}\left(Z_{m}\right.$ respectively). The definition of this block size can be governed by the BLAS-3 performance of the targeted computer.

Economic. A reduction of storage is however still possible. It can indeed be remarked that $Z_{k}^{\text {new }}$ and $V_{k+1}^{\text {new }}$ can overwrite $Z_{k}$ and $V_{k+1}$. This can be accomplished by performing the matrix multiplications $V_{k+1} \leftarrow V_{m+1} P_{k+1}$ and $Z_{k} \leftarrow Z_{m} P_{k}$ of Step 6 in Algorithm 6 in place, i.e., within the arrays $V_{m+1}$ and $Z_{m}$. Here we have exploited the fact that multiplications involving triangular factors can be done in place. It is therefore advisable to perform a LU factorization with complete pivoting of $P_{k+1}$ to obtain a very good approximation $\Pi P_{k+1} \Sigma=L U$, and then, to perform successively the operations $X \leftarrow X L$ and $X \leftarrow X U$ and the corresponding permutations e.g. for $X$ being $V$. This approach leads to a storage of $(2 m+1)$ vectors of length $n$ only. It is clearly saving a lot of memory when $k$ is close to $m$, but may introduce additional round-off errors that can hopefully be monitored by inspecting the quantity $\frac{\left\|\Pi P_{k} \Sigma-L U\right\|}{\left\|P_{k}\right\|}$.

Table 3.2 summarizes the requirements related to the storage for both $\operatorname{GMRES}-\operatorname{DR}(m, k)$ and FGMRES-DR $(m, k)$. We note that the economic variant of FGMRES-DR $(m, k)$ needs the same amount of memory as $\operatorname{FGMRES}(m)$ and that flexible variants require $m$ additional vectors with respect to non flexible variants.

4. Numerical experiments. In this section we investigate the numerical behavior of the FGMRES-DR $(m, k)$ algorithm on both academic and realistic applications. We consider the case of both sparse or dense matrices in either real or complex arithmetic. All the examples include a detailed comparison with $\operatorname{FGMRES}(m)$. This allows us to show the effects of incorporating the deflation strategy in the flexible preconditioning framework.

In the following experiments, the right-hand sides are computed as $b=A 1$ where 1 is the vector of appropriate dimension with all components equal to one. A zero initial iterate $x_{0}$ is considered as an initial guess and the following stopping criterion is used:

$$
\begin{equation*}
\frac{\left\|b-A x_{\ell}\right\|}{\|b\|} \leq 10^{-12} \tag{4.1}
\end{equation*}
$$

where $\ell$ represents the step when the iterations are stopped. The numerical tests in Sections 4.1 and 4.2 were performed on a personal computer running Linux (Intel Pentium IV, 2.4 Ghz with 2 GB of memory) using Matlab version 7.1 (release 14). The numerical results shown in Section 4.3 were obtained on one processor of a Cray-XD1 computer (AMD Opteron 2.4 Ghz with 2 GB of memory) using a Fortran implementation. This code was compiled by the Portland Group compiler suite with the best optimization options and linked with the vendor BLAS and LAPACK subroutines, optimized for AMD architectures.
4.1. Harwell-Boeing and Matrix Market test problems. In order to illustrate the numerical behavior of FGMRES-DR $(m, k)$, we first consider a few test matrices from the HarwellBoeing [11] and Matrix Market [2] libraries so that any reader could reproduce these experiments. The sparse matrices named Sherman4, Saylor4 and Young1c have been chosen. Sherman4 and

Saylor4 are real matrices, whereas Young1c is a complex-valued one. They represent challenging sparse matrices coming from realistic applications (reservoir modelling, acoustics) that are often used to analyze the behaviour of numerical algorithms. For those experiments, the preconditioner consists in five steps of preconditioned full GMRES, where the preconditioner is based on an $\operatorname{ILU}(0)$ factorization. In the case of Sherman4 only, the inner solver corresponds to five steps of unpreconditioned full GMRES.

In Table 4.1, we depict the total number of matrix-vector products performed in the inner and outer parts of the solver (Mv) and the total number of dot products (dot) for several flexible methods. We also display the ratios of total memory and total floating point operations where the reference is the corresponding quantity of the full FGMRES method; i.e.,

$$
\begin{equation*}
r_{\text {ops }}=\frac{\text { flops }(\text { Krylov solver })}{\text { flops }(\text { full } F G M R E S)} \text { and } r_{\text {mem }}=\frac{\text { mem }(\text { Krylov solver })}{\text { mem }(\text { full } F G M R E S)}, \tag{4.2}
\end{equation*}
$$

where we assume that the memory allocated for full FGMRES is exactly what is needed to store $Z_{\ell}$ and $V_{\ell+1}, \ell$ being the step where convergence is achieved.

In order to illustrate the possible benefit of using the economic implementation presented in Section 3.2.2 we effectively consider different combinations of restart parameters and harmonic Ritz values for the flexible methods. Indeed the performance of FGMRES-DR(5,3) can be compared with FGMRES(5) if the economic variant is implemented or with FGMRES(7) if a standard implementation is considered (see Table 3.2). The total amount of floating point operations spent in matrix-vector products, dot products, preconditioning and basis orthogonalization has been computed for each solution method, excluding however the cost of the $\operatorname{ILU}(0)$ factorization that is identical for each proposed method. We have also indicated the results related to full FGMRES as a reference solution method; i.e., when memory is not constrained. It can be noticed that flexible methods with deflated restarting enables a faster convergence than those with standard restarting. It also results in a faster calculation since a significant amount of floating point operations is saved. Moreover we can also note that the performances of $\operatorname{FGMRES}-\mathrm{DR}(10,5)$ in terms of floating point operations are close to those of full flexible GMRES especially when considering the Sherman 4 and Saylor 4 matrices. Those results also highlight the benefit of using deflated restarting as it enables a significant saving in memory.

|  | Sherman4 |  |  |  | SAYLOR4 |  |  |  | Young1c |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Mv | dot | $\mathrm{r}_{\text {ops }}$ | $\mathrm{r}_{\text {mem }}$ | Mv | dot | $\mathrm{r}_{\text {ops }}$ | $\mathrm{r}_{\text {mem }}$ | Mv | dot | $\mathrm{r}_{\text {ops }}$ | $\mathrm{r}_{\text {mem }}$ |
| FGMRES-DR(5,3) | 373 | 1288 | 1.41 | 0.14 | 115 | 384 | 1.10 | 0.30 | 1633 | 5698 | 2.60 | 0.08 |
| FGMRES(5) | 1273 | 3813 | 3.56 | 0.14 | 409 | 1221 | 3.22 | 0.30 | 6145 | 18430 | 7.41 | 0.08 |
| FGMRES(7) | 877 | 2771 | 2.54 | 0.19 | 295 | 931 | 2.39 | 0.41 | 5095 | 16126 | 6.33 | 0.11 |
| FGMRES-DR(10,5) | 247 | 951 | 1.02 | 0.27 | 109 | 396 | 1.08 | 0.57 | 967 | 3831 | 1.71 | 0.15 |
| FGMRES(10) | 979 | 3331 | 2.97 | 0.27 | 175 | 590 | 1.46 | 0.57 | 3619 | 12351 | 4.69 | 0.15 |
| FGMRES(13) | 649 | 2358 | 2.06 | 0.35 | 145 | 517 | 1.25 | 0.73 | 3205 | 11742 | 4.33 | 0.19 |
| full FGMRES | 229 | 1311 | 1.00 | 1.00 | 109 | 441 | 1.00 | 1.00 | 421 | 3535 | 1.00 | 1.00 | Performance of FGMRES(m) and FGMRES-DR(m,k) to satisfy the convergence threshold (4.1); Mv is the total number of matrix vector products, dot the total number of dot products and $r_{o p s}$ and $r_{m e m}$ are the ratios of floating point operations and memory respectively where the reference method is full FGMRES (see Equation (4.2)).

4.2. Two-dimensional Helmholtz problem. Our goal in this section is to illustrate the performance of FGMRES with deflated restarting on a simple two-dimensional partial differential equation model problem. In order to illustrate the effect of the part of the spectrum targeted by the deflation, we report first in Figures 4.3 and 4.4 on a numerical example where the preconditioner is fixed so that FGMRES-DR reduces to GMRES-DR. This fixed preconditioner approach enables us to display in Figure 4.2 (Figure 4.1) the complete spectrum of the preconditioned matrix (original matrix respectively). We then investigate a variable preconditioner and apply the same strategies in the selection of the deflated eigenvectors for all the other presented results. We consider a model
wave propagation problem in a two-dimensional homogeneous medium:

$$
\begin{equation*}
\left.-\frac{\partial}{\partial x}\left(\frac{\partial u}{\partial x}\right)-\frac{\partial}{\partial y}\left(\frac{\partial u}{\partial y}\right)-\sigma^{2} u=f \quad \text { in } \quad \Omega=\right] 0,1\left[^{2}\right. \tag{4.3}
\end{equation*}
$$

with homogeneous Dirichlet boundary conditions $u=0$ on the boundary $\partial \Omega$. The unknown $u$ represents the pressure field in the frequency domain and $\sigma$ the constant wavenumber. A second order finite difference discretization scheme of the Helmholtz equation (4.3) is used on a equidistant Cartesian grid of step size $h$ with the following dispersion stability condition $\sigma h=0.625$ [7] being satisfied. One $\mathrm{V}(1,1)$ cycle of a geometric multigrid method [32] is used as a preconditioner. This multigrid method uses a two-level hierarchy with a red-black Gauss-Seidel smoother, bilinear interpolation as prolongation and its adjoint as restriction operator. Galerkin coarse grid discretization is employed to build the coarse grid operator and a sparse direct solution method is used to solve the coarse grid systems. Numerical experiments with this two-grid preconditioner for FGMRES on two-dimensional wave propagation problems in geophysics with Robin boundary conditions have been reported in [10]. The discretization of the Helmholtz equation on a $64 \times 64$ grid with $\sigma=40$ leads to a real-valued sparse symmetric indefinite matrix $A$, whose spectrum is shown in Figure 4.1. There are 117 negative eigenvalues for this choice of wavenumber and step size. The spectrum of the preconditioned operator $A M$ is also shown in Figure 4.2. It exhibits both positive and negative isolated real eigenvalues and a cluster of eigenvalues around $(1,0)$.


Fig. 4.1. Spectrum of the original Helmholtz operator. Case of $h=1 / 64$ with $\sigma=40$.
The harmonic Ritz vectors corresponding to the $k$ eigenvalues $\lambda_{i}$ of smallest magnitude of the matrix $H_{m}+h_{m+1, m}^{2} H_{m}^{-H} e_{m} e_{m}^{T}$ have been chosen in Algorithm 6 (step 3). In the sequel we call this strategy Smallest. However any combination of $k$ harmonic vectors may be selected. Thus we have considered two other possibilities. The first one selects the $k$ eigenpairs corresponding to the eigenvalues of largest magnitude. It is called Largest. The second deflation strategy retains the $k$ eigenvectors associated with the eigenvalues such as $\left|1-\lambda_{i}\right|$ is of largest magnitude. With this latter choice we aim at selecting eigenvalues located away from a cluster around the eigenvalue of the "ideal" preconditioned operator $A M$ with $M^{-1}=A$. This possibly allows simultaneous deflation of eigenvalues of both smallest and largest magnitude. We call this strategy Cluster. We investigate the influence of the different deflation strategies (Smallest, Largest and Cluster respectively) and compare FGMRES-DR $(m, k)$ with $\operatorname{FGMRES}(m)$ for different values of the restart parameter $m$. Table 4.2 gives the number of approximate eigenpairs $k$ that led to the smallest number of


Fig. 4.2. Spectrum of the preconditioned operator, when a $V(1,1)$ cycle of a multigrid method is used as a preconditioner. Case of $h=1 / 64$ with $\sigma=40$. Note the different scalings on Figures 4.1 and 4.2
iterations $\ell$ to satisfy the stopping criterion (4.1) for each deflation strategy. These results have been obtained by running $\operatorname{FGMRES}-\mathrm{DR}(m, k)$ with $1 \leq k<m$ for each value of the restart parameter $m$. If the goal is to minimize the number of iterations, numerical results show that the Cluster deflation strategy is almost the most efficient on this application (see bold values in Table 4.2) leading sometimes to a significant reduction. The total amount of floating point operations including the cost of preconditioning has been computed for each solution method. We choose FGMRES $(m)$ as a reference solution method and report the following normalized quantity in Table 4.2:

$$
\begin{equation*}
r_{o p s}=\frac{f l o p s(\text { Strat })}{\text { flops }(F G M R E S(m))} \tag{4.4}
\end{equation*}
$$

where Strat denotes the FGMRES-DR $(m, k)$ solution method with a given deflation strategy among Smallest, Largest and Cluster. Consequently values of $r_{\text {ops }}$ less than 1 indicate which solution methods are expected to be more efficient than FGMRES $(m)$ in terms of computational work. In this table, we see that the Smallest deflation strategy yields the best performance with respect to floating point operations on this application (see italic values in Table 4.2). The Cluster deflation strategy tends to favour values of $k$ close to the restart parameter $m$ to be most effective. A possible explanation is that this deflation strategy captures first the set of few outlier eigenvalues and then the set of real eigenvalues close to zero (see Figure 4.2) - also captured by the Smallest deflation strategy. Figures 4.3 and 4.4 show a typical convergence history on this wave propagation problem for two different settings of $(m, k)$.

The choice of the two-grid components has led to a fixed preconditioner. This allowed us to compute the spectrum of the preconditioned operator shown in Figure 4.2. The efficiency of FGMRES with deflated restarting has been shown on this simple model problem. This is of primary interest for three-dimensional wave propagation applications, where the coarse grid systems of the two-grid method can not be handled any more by a sparse direct solution method due to excessive memory requirements. Iterative methods are then required to solve the coarse grid systems only approximately. A non constant preconditioner is then obtained which requires the use of flexible Krylov subspace methods. The study of preconditioned FGMRES-DR for such three-dimensional wave propagation applications is beyond the scope of this paper and will be analyzed in the near future. Nevertheless we give an illustration of the potential benefits of FGMRES-DR on the two-

|  | FGMRES |  |  |  |  | SmALLEST |  |  |  | LARGEST |  |  |  | CLUSTER |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $m$ | $\ell$ | $r_{\text {ops }}$ | $k$ | $\ell$ | $r_{\text {ops }}$ | $k$ | $\ell$ | $r_{\text {ops }}$ | $k$ | $\ell$ | $r_{\text {ops }}$ |  |  |  |  |  |
| 10 | 492 | 1.00 | 6 | $\mathbf{1 6 1}$ | 0.55 | 4 | 355 | 0.98 | 7 | 175 | 0.71 |  |  |  |  |  |
| 12 | 194 | 1.00 | 2 | 97 | 0.55 | 4 | 181 | 1.25 | 9 | $\mathbf{7 6}$ | 0.87 |  |  |  |  |  |
| 14 | 148 | 1.00 | 5 | 75 | 0.66 | 3 | 138 | 1.11 | 10 | $\mathbf{5 8}$ | 0.80 |  |  |  |  |  |
| 16 | 152 | 1.00 | 8 | 61 | 0.60 | 6 | 127 | 1.16 | 11 | $\mathbf{5 0}$ | 0.62 |  |  |  |  |  |
| 18 | 124 | 1.00 | 6 | 54 | 0.55 | 2 | 103 | 0.90 | 16 | $\mathbf{4 5}$ | 1.25 |  |  |  |  |  |
| 20 | 101 | 1.00 | 7 | 52 | 0.65 | 4 | 85 | 0.98 | 16 | $\mathbf{4 1}$ | 0.90 |  |  |  |  |  |

Wave propagation problem ( $h=1 / 64, \sigma=40$ ). Case of a constant two-grid preconditioner. On each line is shown the iso-memory performance of FGMRES and FGMRES-DR; $\ell$ is the number of iterations required to satisfy the stopping criterion (4.1) and $r_{o p s}$ the ratio of total floating point operations v.s. FGMRES(m) (see Equation (4.4)). Best values of $\ell$ are marked in bold, while best values of $r_{o p s}$ are marked in italic.


Fig. 4.3. Convergence history of the scaled residual with respect to number of iterations on the wave propagation problem $(h=1 / 64, \sigma=40)$. Experiments with $\operatorname{GMRES}-D R(10,7)$. Case of a constant two-grid preconditioner.
dimensional model problem (4.3) when such inexact coarse grid solution method is used. As an example of approximate coarse grid solver, we consider now the use of an iterative method to solve the coarse grid system to a loose tolerance of 0.15 on the normalized residual. Table 4.3 reports the results for the two promising deflation strategies Smallest and Cluster in this setting. The same conclusions as in the constant preconditioner case hold: FGMRES with deflated restarting is efficient. This case study illustrates that there are possibly better choices than selecting the harmonic Ritz vectors corresponding to the harmonic Ritz values of smallest magnitude. If the goal is to minimize the number of matrix-vector products the Cluster policy is the most efficient on that problem.
4.3. Three-dimensional Maxwell's equations in the frequency domain. The boundary element method has become a popular tool in computational electromagnetics for the solution of Maxwell's equations in the frequency domain. These simulations are very demanding in terms of computer resources, and require fast and efficient numerical methods. Using the equivalence

 gation problem $(h=1 / 64, \sigma=40)$. Experiments with GMRES-DR(20,14). Case of a constant two-grid preconditioner.

|  | FGMRES |  | SmALLEST |  |  |  | CluSTER |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $m$ | $\ell$ | $r_{\text {ops }}$ | $k$ | $\ell$ | $r_{\text {ops }}$ | $k$ | $\ell$ | $r_{\text {ops }}$ |  |
| 10 | 488 | 1.00 | 3 | $\mathbf{1 1 5}$ | 0.28 | 8 | 125 | 0.66 |  |
| 12 | 208 | 1.00 | 2 | 96 | 0.50 | 10 | $\mathbf{8 7}$ | 1.25 |  |
| 14 | 141 | 1.00 | 8 | 75 | 0.87 | 12 | $\mathbf{7 4}$ | 1.78 |  |
| 16 | 156 | 1.00 | 8 | 67 | 0.68 | 13 | $\mathbf{5 4}$ | 0.80 |  |
| 18 | 124 | 1.00 | 6 | 57 | 0.60 | 16 | $\mathbf{4 7}$ | 0.86 |  |
| 20 | 106 | 1.00 | 7 | 54 | 0.66 | 16 | $\mathbf{4 6}$ | 0.90 |  |

Wave propagation problem ( $h=1 / 64, \sigma=40$ ). Case of a non constant two-grid preconditioner. On each line is shown the iso-memory performance of FGMRES and FGMRES-DR; $\ell$ is the number of iterations required to satisfy the stopping criterion (4.1) and rops the ratio of total floating point operations v.s. FGMRES(m) (see Equation (4.4)). Best values of $\ell$ are marked in bold, while best values of $r_{o p s}$ are marked in italic.
principle, Maxwell's equations can be recast in the form of integral equations. The discretization is performed on the surface of the object and gives rise to a linear system, where the matrix is dense and complex. Such a linear system can be solved without explicitly forming the matrix $A$ thanks to the fast multipole method (FMM) approximation [8, 9, 13, 30]. In this framework, the features of the fast multipole techniques can be further exploited to design an inner-outer scheme [4]. An accurate FMM is used within the outer solver as it governs the final accuracy of the computed solution. The inner solver, that acts as a flexible preconditioner, consists in a few steps of full GMRES preconditioned by a sparse approximate inverse preconditioner [1, 6] and uses a less accurate FMM.

In this section, we consider a complex geometry that corresponds to an air intake of an aerospace industry object. Such a cavity is known to be particularly challenging to solve. The dimension of the linear system is 16950 for the frequency considered in that example.

In Figure 4.5 we depict the convergence history for both FGMRES and FGMRES-DR where
the inner solver is one restart of GMRES(30) with a sparse approximate inverse preconditioner based on Frobenius norm minimization. The restart parameters of FGMRES and FGMRES-DR are chosen so that both solvers use the same amount of storage that corresponds to 51 vectors of length $n$. For this implementation the trick based on the $L U$ decomposition with complete pivoting of $P_{k}$ at restarting was not implemented in the prototype code. Based on a previous work [12], where a deflating preconditioning technique targeting the smallest eigenvalues in magnitude was very successful, we select the same part of the spectrum for these experiments. The history is plotted at the iteration when the methods start generating different iterates; that is after the smallest restart considered for FGMRES-DR.

It can be seen that FGMRES-DR converges significantly faster than regular FGMRES, especially when the number of deflated directions is increased. As it could be expected if too many directions are deflated the performance deteriorates (see $k=11$ v.s. $k=13$ in the graph). The convergence remains worse than full FGMRES but FGMRES-DR is much less memory consuming as $r_{m e m}=0.47$. The gain would become larger if more accurate solutions were expected. On that large electromagnetics calculation, the extra $\mathcal{O}(k)$ operations are completely negligible and the saving in iteration count directly results in a computational time saving. For instance for a scaled residual norm lower than $10^{-11}$ on one processor of a Cray-XD1 computer, the CPU time is about 5 hours 47 minutes with FGMRES(25) and only about 3 hours 19 minutes for FGMRES$\operatorname{DR}(19,11)$.


Fig. 4.5. Convergence history of the scaled residual with respect to the iteration for the electromagnetics application.
5. Concluding remarks. There are many situations in scientific computing where variable preconditioners have to be considered for the iterative solution of a linear system. In that framework we have proposed a novel algorithm that attempts to combine the numerical features of GMRESDR and the flexibility of FGMRES. The new algorithm, referred to as FGMRES-DR, inherits from the attractive numerical properties of its two parents. We have shown, on a set of small test examples as well as on two real life applications in wave propagation that, after the first restart of the method, FGMRES-DR may outperform FGMRES; the benefit obtained is problem dependent. As for the GMRES-DR algorithm, the eigenvalues of smallest magnitude are often considered as good candidates for the restarting procedure. However, any other part of the spectrum can be considered; the best suited choice is again problem-dependent and heuristics could be based on the analysis of the effect of the preconditioner on the system matrix or on the location of all the
harmonic Ritz values available at restart.
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