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Intel® MKL Sparse BLAS: introduction

Intel MKL Sparse BLAS supports 6 sparse formats: CSR, CSC, BSR, DIA, COO, and SKY. It is designed mainly for applications where the computations are done a few times.

Every function calculates the result in a single call, which includes simple matrix analysis and execution steps.

Deep investigation of the sparse matrix pattern is not performed because it is a time consuming operation that affects the performance.

Example:

mkl_?csrmv(&transa, &m, &k, &alpha, matdescra, val, indx, pntrb, pntre, x, &beta, y);

Note that matdescra in general does not describe the matrix, it only describes the way in which the matrix should be processed by the routines.
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Two-step Computation Approach

It is known that for best performance, computational kernels and the workload balancing algorithm should depend on the structure of the matrix.

When multiple calls are expected with a particular sparse matrix pattern, it is better to organize computations in two steps:

- **Analysis**, which chooses the best kernel and workload balancing algorithm for a given computer architecture.
- **Execution**, where the information from the previous step is used to get high performance.

We can try to use this approach especially since the time required for a single analysis step is usually less than the overall performance benefit from multiple execution steps.

Limitations imposed by the single-call Sparse BLAS interfaces are mostly visible on modern architectures with multiple cores where even small workload imbalance may result in a significant performance deficiency.
Experimental API

Experimental library for an Intel® Xeon Phi™ coprocessor contains some SpMV functionality with two-step interface to investigate performance benefits of this approach. The library supports:

- Two formats: CSR and ESB
- A couple of workload balancing algorithms

The goal of the experiment is to collect early feedback. The library will be available via request to intel.mkl@intel.com after release.

Please send your feedback to

intel.mkl@intel.com or sergey.g.pudov@intel.com

Experimental library: performance

Performance of SpMV implementations on Intel® Xeon Phi™ 61c@1.1GHz and Intel® Xeon® CPU E5-2680@ 2x8x2.70GHz
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