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Background

� Met Office began using OASIS seriously ~2-3 years 
ago
� HadGEM3 coupled models
� Supporting the next generation climate coupled model

� Previously dabbled with OASIS1/OASIS2
� No viable infrastructure developed

� Adoption of NEMO ocean and CICE sea-ice models to 
replace UM ocean/sea-ice prompted serious tests and 
development
� Initial tests with OASIS4
� Switched to OASIS3
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Early Coupled Models

� Developed coupling infrastructure 

� Based around UM user interface (UMUI)

� UM control scripts – extended functionality to control 
compilation and job submission OASIS-style 

� Initial tests

� 2° UM atmosphere + ORCA2 NEMO - proof of concept.

� Initially with OASIS4, now reverted to OASIS3 for 
serious scientific work, though OASIS4 remains goal. 

� HadGEM3 – a new approach to coupled modeling at the 
MO. Use same model for regional, seasonal-decadal and 
Earth system modeling. 
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HadGEM3 Coupled Models
The set-up

� OASIS3 
� Run on a single cpu. 
� Using CONSERV remapping for tracer grid components, BILINEAR for u/v-

grid components
� Had to invent some new fields for the cf_name_table.txt file (e.g. multi 

category ice fields).
� Incidental benefits include controlling NEMO-only and CICE-only models 

through the UMUI.

� ORCA1 NEMO-CICE component
� Tripolar ~1° C grid in NEMO, B grid in CICE

� UM atmosphere
� C grid
� 192 East-West (1.875°) x 144 North-South (1.25°) x 38 Vertical
� 144 U/T rows, 143 V rows
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HadGEM3 Coupled Models
Issues 

� Restart files
� We don’t use OASIS restart files – all necessary data is held in UM dump or Nemo

restart files – saves having to manage yet another set of data files for archiving etc 
– each set of restart data is self consistent. 

� Will probably have to adopt restart files when upgrading to NEMO 3.2

� Remapping weights files
� Generated off-line prior to run and adjusted by hand if necessary 
� Allows us to cater for awkward land-sea masks and quirks of using tri-polar grids
� Avoids repeated generation of the same files (saving time and disk space)
� Just link to central copies at run time.

� Vector rotation
� Made difficult because atmosphere grid has one row fewer V points than U points
� Carried out explicitly in NEMO code once coupli9ng fields have been received, 

rather than letting OASIS do the rotation. 
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OASIS control via the UMUI
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OASIS control via the UMUI and 
control scripts

� UM run scripts automate several aspects of OASIS3 control

� Automatically edit namcouple – number of CPUs per component

� But we don’t have any means of automating the set-up of coupling 
fields – ultimate goal (FLUME) 

� Whether coupling performed through all CPUs (leave the 
gathering/scattering to OASIS) or through master CPU (explicit 
gather/scatter in UM/NEMO)

� Run mechanism incorporated into UM – e.g. automatic set up of 
mpirun command (NEC) or poe command (IBM) for mpmd case.
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Spin-off benefits for NEMO/CICE users
- NEMO & CICE model compilation control
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Spin-off benefits for NEMO/CICE users
- NEMO & CICE model run-time control
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HadGEM3 Coupled Models
Current Runs

� NEC SX6/SX8 and IBM Power 6

� Have completed various climate runs on both systems up to ~100 
years

� Adopted by Seasonal forecasters (typically model runs of ~10-30 
years)

� Recently ported from NEC to IBM – OASIS3 set-up was 
straightforward 

� Configuration management is a complicated area
� E.g. Which version of the UM atmosphere is compatible with which

version of NEMO, CICE, OASIS, NetCDF etc etc. 
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HadGEM3 Coupled Models
Performance

� NEC SX6/SX8
� Typically using 1x6-1-1x1 (Atm-OASIS-NEMOCICE)
� Atmosphere is slow – NEMOCICE races ahead and waits for 

atmosphere to catch up 

� IBM Power6
� Typically using a ratio of 5 or 6 atmos CPUs : 1 NEMOCICE
� e.g. 8x10-1-1x15(15x1)
� Better options for true load balancing than on NEC. 
� Scalability is not great but this does not appear to be due to any 

OASIS3 bottleneck
� The atmosphere scales quite badly beyond about 128 CPUs at this 

resolution
� Coupling appears to be a ~fixed cost regardless of CPU numbers. 
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HadGEM3 Coupled Models
Performance

( The ~fixed cost of coupling )
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Future Work

� Use multiple instances of OASIS3
� Is this a viable option?

� Upgrade to OASIS4
� Parallelism/performance not critical currently
� Will be an issue for higher resolution models

� Continue upgrading UM
� New UM atmosphere releases ~4 month intervals
� UMUI and model control refinement
� FLUME: A complete modelling infrastructure

� NEMO
� New version 3.2 due soon – switch to coupling “the NEMO  way” – (OASIS restart 

files!)
� New CICE versions – keeping everything up-to-date?
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Questions?


