Understanding cyclic variability in a spark ignited engine using multi-cycle LES
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Abstract

Large-Eddy Simulation (LES) has been used to analyze the occurrence and the causes of cycle-to-cycle combustion variations in a spark-ignited four-valve single cylinder engine fuelled with a homogeneous propane-air mixture. The combustion modeling combines an Eulerian model derived from the RANS AKTIM model that mimics the spark ignition and the Extended Coherent Flame Model (ECFM-LES) that describes the flame propagation. The motion of piston and valves is accounted for using an Arbitrary Eulerian Lagrangian (ALE) technique with body-fitted meshes. The computation covers ten consecutive complete four stroke cycles. The obtained LES results are compared with experimental measurements. Although the number of computed cycles is fairly low, LES is shown to be able to reproduce both quantitatively and qualitatively the cyclic variability observed experimentally. The investigation of the possible causes of variability illustrates the unprecedented
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possibility LES offers for understanding cycle-to-cycle variations.
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1 Introduction

Combustion in the cylinder of spark-ignition (SI) piston engines is characterized by an important level of cyclic variability. Instead of observing the same time evolution of the cylinder pressure for all cycles, a scatter of the individual cylinder pressure curves around the phase averaged mean appears. As a result, the work provided by each individual cycle differs from the mean work which is the design target of engine developers. In extreme cases partial burns or misfires may occur. A too large level of variability can have a negative impact on the drivability of the vehicle, and can lead to increased levels of pollutant emissions and fuel consumption. The review of Ozdor [1] suggests that the elimination of cycle-to-cycle variability could lead to a 10% increase in the power output for the same fuel consumption.

In the context of increasingly stringent restrictions on engine-out pollutant emissions, and of a strong demand for reducing the production of the greenhouse gas $CO_2$, engine designers have introduced a number of new technology solutions. Among them, one can in particular cite fuel lean operation or increased dilution rates of the fresh charge by exhaust gas recirculation. Both these measures lead to a decrease in the laminar flame speed, which critically affects the flame propagation in the cylinder and may increase the magnitude of cycle-to-cycle combustion variations [2]. In this context cyclic variability may be seen as a first order nuisance which can considerably limit the range of operation of new engine combustion concepts. Predicting and controlling cyclic variability is thus an issue of prime necessity for today’s engine designers.
Cycle-to-cycle combustion variations have been intensively studied over the last decades and a number of causes for their occurrence have been identified in SI engines [1–3]:

- variations of spark discharge characteristics;
- variations of in-cylinder mixture (overall fuel/air ratio and fraction of diluents);
- spatial mixture inhomogeneity at spark plug;
- variations of turbulence intensity;
- variations of mean flow speed and direction in the spark plug vicinity;
- variations of overall in-cylinder flow pattern.

However, the relative importance of these factors is not yet well established. All these phenomena are strongly coupled, dependent of the engine geometry or engine operation, and thus difficult to predict at the stage of the engine design. This is a major difficulty for automotive manufacturers since the unstable nature of an engine is often detected only late in the design cycle, when the costs of countermeasures are high.

Experimental techniques allow identifying and understanding the origins of cycle-to-cycle variations [4–7] but only an \textit{a posteriori} analysis can be made. Despite the significant improvements of experimental techniques in the past years [8] experiments are still confronted to several problems linked to the difficulties related to piston engines:

- complexity of accurately controlling boundary conditions and operating conditions;
- restricted optical access to complex moving geometries that limits the ac-
Numerical simulations represent a definitive complement as they can bring a new insight to predict cycle-to-cycle variations, allowing in theory both an *a priori* and an *a posteriori* analysis. Hereafter, 3D modeling aspects are focused on, keeping in mind that OD and 1D approaches are also interesting numerical alternatives that receive a growing interest from automotive industry.

Reynolds Averaged Navier-Stokes (RANS) is today’s standard approach to 3D computational fluid dynamics (CFD) simulation of internal combustion (IC) engines’ reactive flows [9]. It consists in resolving the phase or ensemble averaged Navier-Stokes equations, giving direct access to a mean engine cycle. Its moderate computational cost associated to globally good predictive capacities makes RANS simulation a powerful tool for industry, able to rapidly compare different design options and to give first tendencies. However, the RANS approach suffers from several inherent limitations. First, the prediction of complex phenomena like auto-ignition or pollutant emissions strongly depends on local instantaneous fields (composition, temperature) that can not be accurately predicted by mean quantities. Then, most RANS turbulence models as the well known and commonly used k-ε model [10] assume an isotropic turbulence so that the description of flows with strong anisotropy is inherently limited. Finally all intermittency effects due to large-scale motions like tumble precession [11] or to important deviations from the average like those caused by misfires or knock, can not be captured by such a method.

Large-Eddy Simulation (LES) can potentially overcome these inherent limitations of RANS. In LES a spatially localized filter is applied to a single realization of the studied flow. Resulting from this spatial filtering is a sepa-
ration between large scales (greater than the filter size and thus resolved on the grid) and scales smaller than the filter size which require modeling [12–15]. When applied to piston engine simulations LES thus predicts individual, spatially filtered cycles, and has therefore the potential to reproduce highly unsteady phenomena not accessible to RANS, like cyclic variations, misfires, knock, fast engine transients or engine start-up.

As often in CFD, the theoretical potential of a method is only a prerequisite which does not guarantee that it is practically applicable. A major limitation of LES when applied to industrial configurations has long been its high computational overload. In recent years, the development of massively parallel computers as well as CFD codes able to exploit them with high efficiency [16–18] has allowed LES to be performed in industrial configurations. LES of reactive flows in gas turbine combustors is an example where this technique has proven its unique capacity to predict unsteady effects like those related to interactions between acoustic waves and combustion [19–21]. Although the characteristics of IC engine flows seem particularly suitable for LES, the number of such simulations is still very limited. At first sight, this could seem surprising as the characteristic Reynolds number in piston engines is about a few thousands [22]. This means that the spectrum of spatial flow scales to be solved by LES is fairly moderate and does not necessitate huge computational grids. Some authors even suggest that typical RANS meshes (∼ 10^5 elements) would be sufficient to capture 80 – 90% of the flow’s kinetic energy [22,23]. Such a level of resolution seems largely reasonable for LES [14,24]. The important computational overload of a piston engine LES therefore does not come from the mesh size but instead from the important physical time that needs to be simulated. Indeed, many engine cycles are required in order to obtain a correct statistical representation of the flow.
In the last decade, several studies dealing with LES in engine configurations have been published. A first category concerns idealized or simplified engine configurations: steady flow rigs at fixed valve lift [25,26], compressed tumble flow in a square chamber [11], pancake-chamber engine [27,28] or square piston engine [29]. These studies can mainly be seen as first steps towards LES of IC engines, but they have already highlighted the capacity of LES to accurately resolve in-cylinder flow structures. Concerning cycle-to-cycle variations, the works reported in [22,30–32] are probably the most interesting ones. They describe multiple engine cycle simulations in an axisymmetric piston-cylinder assembly with a fixed central valve. Although this configuration is not totally representative of real engine functioning (no combustion, missing intake and exhaust ducts) results clearly demonstrate that LES has the inherent potential to capture cycle-to-cycle variations.

A second category of studies is devoted to more realistic configurations. In many cases, only one cycle (complete or partial) is reported [33–38] and no conclusion concerning cyclic variability can be drawn. In [39], a multi-cycle simulation of a Diesel engine with intake and exhaust manifolds is presented. Nevertheless the conclusions drawn regarding the potential of LES to capture cyclic variability are questionable since only two cycles are compared, the first one being much dependent of the initial conditions. Haworth [22] simulates four cycles of a two-valve four-stroke engine without combustion. The temporal evolution of in-cylinder swirl and tumble ratios clearly exhibits cycle-to-cycle variations but no explanation is given as to their causes. Dugué et al. [40] attempts to reproduce with LES the cyclic variability observed experimentally in a four-valve Diesel engine. The ten computed cycles highlight cycle-to-cycle variations but only from an aerodynamic point-of-view since the combustion
is not accounted for. Goryntsev et al. [41] study the impact of cycle-to-cycle velocity fluctuations on fuel spray injection and mixing processes in a realistic direct fuel injection engine. Results highlight the occurrence of cycle-to-cycle mixture variations at the spark plug location but the consequences on the combustion phase are not discussed. Adomeit et al. [42] present a study of interactions between the intake flow and fuel injection in a direct injection SI engine using LES with a commercial CFD code. The simulation of ten independent cycles from intake valve opening up to just before spark ignition, combined with a statistical treatment of the results, allows to illustrate how small variations in initial conditions can lead to important variations of the conditions at the spark plug, and thus cyclic variations. Although the presented approach allows to qualitatively evaluate the propensity of the studied engine to exhibit cycle-to-cycle variations, the authors conclude that LES of a number of consecutive complete engine cycles comprising in particular the full combustion phase would be necessary to yield a more quantitative assessment.

Most CFD codes used in the cited studies are based on numerical schemes originally dedicated to RANS, often privileging stability over precision. Second-order upwind schemes are often used for convection terms despite their very dissipative nature which may affect the energy spectrum at high wave numbers [22,43]. For time integration, first-order implicit schemes are commonly used. As pointed out by Dugué et al. [40] the usage of such methods with excessive CFL numbers to limit the necessary computational time, considerably decreases the convective scheme precision and as a consequence the quality of the LES. As a solution, the authors propose to limit the acoustic CFL number, keeping it close to unity as much as possible.
In summary, very few LES studies deal with cycle-to-cycle combustion variations in realistic piston engine configurations using a CFD code tailored for LES. Recently, a first study on SI engine combustion using a dedicated LES code as well as a specifically developed LES model for premixed spark ignited combustion has been published [44]. The present work constitutes the following step: its objective is to explore the potential LES has to reproduce the occurrence of cyclic variability, and to help identify their causes.

A priori there are two strategies to reach this objective: the perturbed single-cycle approach or the multi-cycle approach. The perturbed single-cycle approach consists in performing several single-cycle, independent LES. For each cycle, a perturbation is introduced on a chosen variable. The sensitivity and the reaction of the engine to the perturbation as well as its stable or unstable behavior may then be analyzed. In contrast the multi-cycle approach requires only one LES, but which covers a time span long enough to include a sufficient number of engine cycles to yield statistically relevant results. The results can then be processed as would be those acquired experimentally on a real engine. At first sight the single-cycle approach is attractive because the independent simulations can be run in parallel, limiting computational time to yield a statistical result. Moreover, depending on the objectives of the study, only a part of the engine cycle is generally calculated: whereas the intake and/or combustion strokes are most of the time included, the exhaust stroke is often neglected to reduce computational costs. However the results obtained with this method will largely depend on the perturbations introduced into the individual LES. Many choices are in principle possible in terms of perturbed variable (pressure, temperature, mean velocity, turbulent intensity, etc), type of condition to perturb (initial condition or boundary condition) and amplitude (and phase) of the perturbations. In the absence of objective information
resulting e.g. from experiments on reasonable perturbation amplitudes, this approach can thus only allow a qualitative study of the propensity of an engine to generate variations, but with no quantification of their importance and full impact.

In contrast, the main drawback of the multi-cycle approach is the important computational time needed to cover a sufficiently large number of engine cycles required to yield converged statistical quantities. Furthermore, the dependency on the initial conditions remains problematic and may increase the number of cycles required. Indeed, and although suggested by different authors [22,40], it is not clear whether one cycle is enough to achieve results independent of the initial fields. Nevertheless, the multi-cycle approach presents a major advantage: if all physical phenomena influencing flow and combustion in the engine are accurately accounted for, it should yield a direct quantitative view at cyclic variations and their effects. Moreover, from a physical point of view, it is surely the most convincing method to reproduce real engine operation where each individual cycle depends of the in-cylinder conditions at the end of the previous one. Finally, this is probably the only way to account for acoustic effects in the intake and exhaust ducts, which may be essential at high and full loads.

In the present work, we chose to explore the multi-cycle approach, and in particular the predictions one can expect for a realistic number of computed cycles. The simulation is performed using a Large-Eddy simulation technique with a solver specifically dedicated to LES and its requirements (Section 2). The combustion is modeled with a Coherent Flame Model (CFM) (Section 3), combined with a spark ignition model that is particularly suited for piston engine applications. The considered geometry is a single cylinder XU10 SI en-
engine fuelled with a gaseous propane-air mixture (Section 4) whose variability was previously observed experimentally [45]. The simulation time of the LES covers ten complete four-stroke engine cycles. Numerical results highlight the capacity of LES to reproduce realistic cycle-to-cycle variations (Section 5). They also illustrate how LES can bring a new insight into the causes and mechanisms of cyclic variability.
2 Numerical approach

**LES solver**

The AVBP LES solver is a fully explicit 3D CFD code solving the unsteady, compressible, multi-species Navier-Stokes equations on unstructured and hybrid grids. It is based on a cell-vertex finite-volume approximation [46,47]. In this work space and time discretization are performed using an explicit second-order Lax-Wendroff scheme [48]. This centered scheme allows to describe the resolved scales of the flow without excessive dissipation, as required by LES. Moreover, its computational cost is rather low.

The subgrid stress tensor in the momentum equation is modeled using a Smagorinsky model [49] with a constant coefficient $C_s = 0.18$. Combustion is described by the ECFM-LES model coupled with the AKTIM-based spark ignition model, both being detailed in Section 3. Flame/wall interactions are taken into account extending the model of Bruneaux et al. [50] to LES.

The boundary condition treatment is based on a multi-species extension [47] of the Navier-Stokes Characteristic Boundary Conditions (NSCBC) [51] which ensure a physical representation of acoustic waves propagation at boundaries. Finally the mesh management is handled by an Arbitrary Lagrangian Eulerian method [52] combined with a Conditioned Temporal Interpolation technique [11] originally developed for RANS computations [53].

**Parallelism**

AVBP is a code dedicated to massively parallel computations. Its architecture based on the MPI library is specifically built to allow an optimum efficiency up to several thousands processors [17,18,54]. For the present computation,
the return time for one full LES cycle was 120 hours on 32 Xeon processors of a Linux cluster with an ethernet network.

3 Premixed combustion modeling

Premixed combustion processes are usually characterized by the Damköhler and the Karlovitz numbers respectively noted $Da$ and $Ka$, and defined as:

$$Da = \frac{\tau_t}{\tau_c}$$
$$Ka = \frac{\tau_c}{\tau_k}$$

where $\tau_t$ is the integral time scale, $\tau_k$ the Kolmogorov time scale and $\tau_c$ the chemical time scale estimated from the laminar premixed flame speed and thickness. For piston engines these non-dimensional numbers can be roughly evaluated: $10 < Da < 100$ and $0.01 < Ka < 1$ [44]. In terms of length and velocity scales and for a turbulent flow characterized by an integral length scale $l_t$ and a large-scale velocity fluctuation $u'$, this corresponds approximately to $10 < l_t/\delta_l < 100$ and $1 < u'/S_l < 10$ where $\delta_l$ is the flame thickness and $S_l$ is the flame speed. Following Peters’ combustion diagram [55] reproduced in Fig. 1, combustion in spark ignition engines thus mainly occurs in the flamelet regime. In this regime, chemical reactions take place in very thin regions whose structure is similar to a laminar flame. The flame front may then be considered as a collection of wrinkled interfaces separating cold unburned reactants from hot burned products.

Among the combustion models developed for the flamelet regime, the Coherent Flame Model (CFM) is particularly suited for piston engine applications. This model is based on the use of a transport equation for the flame surface
per unit volume or Flame Surface Density (FSD). It has been widely used in the automotive industry for RANS calculations [53,56]. In the frame of SI engine applications, the CFM approach presents a significant advantage compared to classical algebraic models like the model of Boger [57] as it allows to handle non-equilibrium situations between flame surface production and destruction. This is of main importance in piston engines where the flame wrinkling increases during combustion and therefore can not be supposed in equilibrium [44]. The following Section presents a recent extension to LES of this model, the ECFM-LES model used in this study. Then, the spark ignition model is described in Section 3.2.

3.1 The ECFM-LES combustion model

The ECFM-LES model constitutes a synthesis of RANS and LES developments:

- the ECFM model [53,56] is a RANS model that extended the original CFM model [58] to partially premixed mixtures and variable unburned gases temperature. This extension is based on a conditioning technique which allows precise reconstruction of local properties in fresh and burned gases even in the case of high levels of local stratification;
- the CFM-LES model [44] is an adaptation of the original CFM model to LES. The FSD transport equation is based on a spatial filtering adapted to LES, accounting for the effects of the resolved flow on the flame surface. First encouraging results relating to piston engine applications are reported in [44]. In particular, it has been shown that the total reaction rate is almost independent of the mesh resolution, which is an essential feature for
LES modeling, only the ratio between resolved and unresolved contributions varies.

The ECFM-LES model combines these two approaches: the formalism of the CFM-LES model is extended to non homogeneous mixture properties as proposed in the ECFM model. In the following parts, the main features of ECFM-LES are presented. For a complete description of the conditioning technique and of the LES FSD equation, the reader should refer to [56,59] and [44] respectively.

3.1.1 LES combustion filter size

In SI engines the typical flame thickness for stoechiometric premixed flames is about 0.1 \( mm \) [2], i.e. smaller than mesh resolutions in current use (\( \Delta_x \approx 0.5 \ mm \)). Moreover with the finite volume approach used in this study (and in most CFD codes) a minimum of 5 to 10 grid points is generally required to describe the flame front. Consequently, the reacting zone cannot directly be resolved on the computational mesh using a classical LES filter of size \( \Delta_x \). In practice, a LES combustion filter of size \( \hat{\Delta} = n_{res} \Delta_x \) is used, where \( n_{res} \) is a resolution parameter such that \( 5 < n_{res} < 10 \). The flame brush thickness is then close to \( \hat{\Delta} \). Hence, all the equations presented below are filtered at scale \( \hat{\Delta} \). To avoid modifying the mixing processes involved in the energy and species transport equations outside of the flame front, a dynamic procedure is adopted: the LES combustion filter is only used inside the reaction zone and the classical filter \( \Delta_x \) is applied elsewhere.
In the ECFM formalism, the mixture composition is computed solving transport equations for the filtered mass densities \( \bar{\rho}_i = \bar{\rho} \bar{Y}_i \) of chemical species \([56]\). For the present calculations, only major species are considered: \( \text{O}_2, \text{N}_2, \text{CO}_2, \text{H}_2\text{O}, \text{CO} \) and \( \text{H}_2 \).

\[
\frac{\partial \bar{\rho} \bar{Y}_i}{\partial t} = -\nabla \cdot \left( \bar{\rho} \bar{u} \bar{Y}_i \right) + \nabla \cdot \left( \sigma_c \bar{\rho} \left( \frac{\nu}{Sc} + \frac{\hat{\nu}_t}{Sc_t} \right) \nabla \bar{Y}_i \right) + \bar{\rho} \bar{\omega}_i \tag{3}
\]

In the above equation, terms of the type \( \bar{Q} \) denote filtered quantities (Reynolds filter) and terms of the type \( \tilde{Q} \), mass weighted filtered quantity (Favre filter), both filtered quantities being linked by the relation: \( \bar{\rho} \bar{Q} = \rho \tilde{Q} \). \( \bar{\rho} \) is the mean density and \( \bar{u} \) the Favre filtered velocity vector. \( \nu \) is the molecular kinematic viscosity and \( \hat{\nu}_t \) the turbulent kinematic viscosity estimated at scale \( \hat{\Delta} \):

\[
\hat{\nu}_t = C \hat{u}' \hat{\Delta} \tag{4}
\]

As a first approach, \( \hat{u}' \) is estimated from the subgrid scale (sgs) turbulence intensity \( u' \) assuming a Kolmogorov cascade:

\[
\hat{u}' = u' \left( \hat{\Delta}/\Delta_x \right)^{1/3} \tag{5}
\]

where \( u' \) is obtained from the Smagorinsky model by a simple dimensional relation:

\[
u_t = u'/C \Delta_x \tag{6}
\]

with \( C = 0.12 \). \( Sc \) and \( Sc_t \) in Eq. 3 denote the molecular and turbulent Prandtl numbers. Based on an analytical expression of the flame brush thickness, Richard et al. \([44]\) proposed an algebraic expression for the factor \( \sigma_c \) which mainly depends on the flame front resolution parameter \( n_{res} \) defined by
the user. As shown in the validation case below, the factor \( \sigma \) allows to impose a flame brush thickness approximately equal to \( \tilde{\Delta} = n_{\text{res}} \Delta_x \).

The fuel density is decomposed into unburned and burned parts:

\[
\bar{\rho}_F = \bar{\rho}_F^u + \bar{\rho}_F^b \tag{7}
\]

Transport equations similar to that of other species are defined for these fuel densities \( \bar{\rho}_F^x = \bar{\rho}_{\tilde{Y}_F}^x \), where the superscript \( x \) represents either the unburned part “u” or burned part “b”:

\[
\frac{\partial \bar{\rho}_{\tilde{Y}_F}^x}{\partial t} = -\nabla \cdot \left( \bar{\rho} \bar{u}_{\tilde{Y}_F}^x \right) + \nabla \cdot \left( \sigma_c \bar{\rho} \left( \frac{\nu}{Sc} + \frac{\tilde{\lambda}_t}{Sc_t} \right) \nabla \tilde{Y}_F^x \right) + \bar{\rho} \tilde{\omega}_F^x \tag{8}
\]

Finally, a transport equation for the mean sensible enthalpy \( \tilde{h}_s \) is solved:

\[
\frac{\partial \bar{\rho}_{\tilde{h}_s}}{\partial t} = -\nabla \cdot \left( \bar{\rho} \bar{u}_{\tilde{h}_s} \right) + \nabla \cdot \left( \sigma_c \left( \frac{\lambda}{Pr} + \frac{\tilde{\lambda}_t}{Pr_t} \right) \nabla \tilde{h}_s \right) + \bar{\rho} \tilde{\omega}_{\tilde{h}_s} \tag{9}
\]

where \( \lambda \) and \( \tilde{\lambda}_t \) are the molecular and turbulent conductivities and \( Pr \) and \( Pr_t \) the molecular and turbulent Prandtl numbers. As diffusivities in species and energy equations need to be equal in the CFM approach, \( Pr = Sc \) and \( Pr_t = Sc_t \).

3.1.3 Unburned and burned gases properties

In the CFM approach, the flame thickness is supposed infinitely small, then the gases can be present only in two possible states: unburned and burned. In order to define correctly the species mass fractions in the unburned state for variable equivalence ratio and dilution flows, transport equations for the species tracers \( \tilde{Y}_T \) are introduced [53,56]. These transport equations are identical to the mean
species transport equations (Eq. 3) except that the reaction source term due to combustion is not included. For the fuel, a similar tracer $\tilde{Y}_{TF}$ is transported. We assume that unburned gases can contain any of seven species defined previously: Fuel, $O_2$, $N_2$, $CO_2$, $H_2O$, $H_2$ and $CO$. As four atomic elements are present ($O$, $C$, $H$, $N$), four atomic mass balance equations can be written. In consequence, only three tracer species equations are required.

$\tilde{Y}_{Ti}$ represents the species mass fraction conditioned in the fresh gases $\tilde{Y}_i|u$ [53,56]:

$$\tilde{Y}_{Ti} = \tilde{Y}_i|u = \tilde{\rho}_i^u / \tilde{\rho}^u$$

(10)

where $\tilde{\rho}_i^u$ is the mass of species (or fuel) present in the fresh gases per unit volume and $\tilde{\rho}^u$ is the mass of fresh gases per unit volume.

Unburned, burned and mean densities are of course related as follows:

$$\tilde{\rho}_i = \tilde{\rho}_i^u + \tilde{\rho}_i^b$$

(11)

$$\tilde{\rho} = \tilde{\rho}^u + \tilde{\rho}^b$$

(12)

These tracer species equations allow to define completely the unburned gases composition $\tilde{Y}_i|u$.

The mass filtered progress variable $\tilde{c}$ can now be defined, as in the ECFM-RANS model [56], as the burned gases mass fraction: $\tilde{\rho}^b = \tilde{c}\tilde{\rho}$. This relation is equivalent to $\tilde{\rho}^u = (1 - \tilde{c})\tilde{\rho}$ (using Eq. 12). Assuming that all species present in the unburned gases cross the flame interface at the same volumetric flow rate, $\tilde{c}$ is defined in practice using the unburned and tracer fuel mass fractions:

$$\tilde{c} = 1 - \frac{\tilde{Y}_F^b}{\tilde{Y}_{TF}}$$

(13)

Introducing these relations into Eq. 11 the relationship between unburned, burned and mean mass fractions can be deduced:
\[ \tilde{Y}_i = (1 - \tilde{c})\tilde{Y}_i^u + \tilde{c}\tilde{Y}_i^b \]  

Equation 14 allows to define completely the conditional burned gases composition \( \tilde{Y}_i^b \).

In piston engines, the unburned gases temperature \( T^u \) evolves during the compression and expansion strokes due to the variation of pressure, and also due to the equivalence ratio and dilution stratification when fuel and air are not perfectly premixed. For this reason, a transport equation for the unburned gases enthalpy \( \tilde{h}_s^u \) was introduced by Duclos and Zolver [53]. Knowing \( \tilde{h}_s^u \) and \( \tilde{Y}_i^u \) allows to compute \( T^u \). Relation 14 is also true for any massic quantity, consequently, the burned gases enthalpy can be deduced from:

\[ \tilde{h}_s = (1 - \tilde{c})\tilde{h}_s^u + \tilde{c}\tilde{h}_s^b \]  

Again, knowing \( \tilde{h}_s^b \) and \( \tilde{Y}_i^b \) allows to compute \( T^b \). Finally, the conditional densities in unburned and burned mixtures can be computed:

\[ \bar{\rho}^u = \frac{\bar{\rho}W^u}{RT^u} \]  
\[ \bar{\rho}^b = \frac{\bar{\rho}W^b}{RT^b} \]  

where \( W^u \) and \( W^b \) are the unburned and burned gases mean molar mass, \( \bar{\rho} \) the mean pressure and \( R \) the universal gas constant.

3.1.4 Reaction rate definition

The terms \( \tilde{\omega}_i, \tilde{\omega}_F^u \) and \( \tilde{\omega}_{hs} \) appearing in the species, unburned fuel and sensible enthalpy transport equations represent the mean reaction rate of the premixed turbulent flame. In the FSD approach it is modeled as:
The laminar flame speed \( S_l(\bar{\phi}, X_{EGR}) \) is computed using a correlation based on the Metghalchi and Keck experiments [60] and taking into account the local fuel/air equivalence ratio \( \bar{\phi} \) and the volume fraction \( X_{EGR} \) of exhaust-gas recirculation (EGR) [56]. Both \( \bar{\phi} \) and \( X_{EGR} \) are computed from the unburned gases composition defined previously. Expression 18 simply states that the mean reaction rate is the product of the laminar flame consumption rate per unit surface \( \bar{\rho}|u| \bar{Y}_T \) \( S_l \) times the filtered flame surface density \( \bar{\Sigma} \). As discussed in the introduction, \( \bar{\Sigma} \) can be estimated alternatively by an algebraic expression or a transport equation. This second choice is retained here.

The reaction rate term in the burned gases mass fraction equation \( \bar{\omega}_b \), represents the post-oxydation reactions in the burned gases. As in the present calculations, the fuel/air mixture is nearly homogeneous and lean, these reactions are omitted. Here the same is true for other species present in the burned gases.

### 3.1.5 Flame Surface Density transport equation

The filtered flame surface density \( \bar{\Sigma} \) is determined via the transport equation proposed by Richard et al. [44] in the context of LES:

\[
\frac{\partial \bar{\Sigma}}{\partial t} = -\nabla \cdot (\bar{\mathbf{u}} \bar{\Sigma}) + \nabla \cdot \left( \sigma_c \left( \frac{\bar{\nu}}{S_c} + \frac{\bar{\nu}_l}{S_{cl}} \right) \nabla \bar{\Sigma} \right) + \left( \nabla \bar{\mathbf{u}} - \mathbf{N} \nabla \bar{\mathbf{u}} \right) \bar{\Sigma} + \Gamma \left( \frac{\bar{\mathbf{u}}'}{S_{ij}} \cdot \frac{\bar{\Delta}}{\delta_i} \right) \frac{\bar{\mathbf{u}}'}{\bar{\Delta}} \bar{\Sigma} / \sigma_c
\]
\[
- \nabla \cdot \left( S_d N \bar{\Sigma} \right) + S_d (\nabla \cdot N) \bar{\Sigma} + \beta S_l \frac{c^* - \bar{c}}{(1 - \bar{c})} \left( \bar{\Sigma} - \bar{\Sigma}_{\text{lam}} \right) \bar{\Sigma} 
\]

(20)

where \( T_{\text{res}}, S_{\text{res}}, C_{\text{res}} \) and \( P \) are respectively the transport, strain rate, curvature and propagation terms due to resolved flow motions, and \( T_{\text{sgs}}, S_{\text{sgs}} \) and \( C_{\text{sgs}} \) are respectively the unresolved transport, strain rate and curvature terms. These various contributions are detailed below.

- The propagation term \( P \) and resolved curvature term \( C_{\text{res}} \) ensure the laminar flame propagation when the sgs turbulence is low. They are based on the normal \( N \) to the iso-surface of the filtered progress variable \( \bar{c} \):

\[
N = -\nabla \bar{c} / |\nabla \bar{c}| 
\]

(21)

\( S_d \) is the propagation speed relative to the mean flow field of the iso-c surface, defined by:

\[
S_d = - (1 + \tau \bar{c}) \ S_l 
\]

(22)

where \( \tau = (\bar{\rho} |u|) / (\bar{\rho} |b|) - 1 \) is the thermal expansion rate across the flame front.

- The sgs curvature term \( C_{\text{sgs}} \) represents the influence of the unresolved curvature on the flame front wrinkling. To compute this term, the Reynolds filtered progress variable \( \bar{c} \) is estimated from the classical BML expression [61, 62]:

\[
\bar{c} = \tilde{c} \ \frac{\bar{\rho}}{\bar{\rho} b} 
\]

(23)

\( \beta = 4/3 \) and \( c^* = 0.5 \) are modeling constants and \( \bar{\Sigma}_{\text{lam}} \) is the laminar part of the FSD defined by (see Richard et al. [44] for the derivation of this expression):

\[
\bar{\Sigma}_{\text{lam}} = |\nabla \bar{c}| + (\bar{c} - \tilde{c}) \nabla . N 
\]

(24)
• The resolved strain $S_{res}$ corresponds to the flame strain rate due to resolved eddies, whereas the sgs strain $S_{sgs}$ accounts for the influence of unresolved structures. As the flame front is filtered at scale $\Delta$, all eddies smaller than $\Delta$ must be taken into account in the sgs strain [63]. For this purpose, the efficiency function $\Gamma$ [64] is computed using the turbulent velocity fluctuation $\bar{u}'$ at scale $\Delta$. Note that $S_{sgs}$ is modeled inversely proportional to the flame thickness control factor $\sigma_c$. In practical engine applications, this term remains of the order of unity, and is therefore of minor influence on the FSD growth rate.

• The unresolved transport term $T_{sgs}$ is classically closed under a gradient assumption and is written as a turbulent diffusion at scale $\Delta$.

3.2 The Eulerian AKTIM Spark Ignition model

In SI engines, combustion is initiated by an electrical spark generated by a spark plug. A simple way to model this phenomenon is to impose, at the ignition time $t_{ign}$, an initial profile of $\Sigma$ close to the spark plug. However, the initial sphere of burned gases produced by the electrical discharge has typically a diameter of the order of the inter-electrode distance, i.e. 1 $mm$. This burned gases volume is naturally filtered on the LES mesh which characteristic cell size is also of the order of 1 $mm$. Consequently, the initial burned gases volume is filtered on a few cells which leads to a maximal burned gases mass fraction $\tilde{c}$ much smaller than unity. In this situation the ECFM-LES model is not able to correctly describe the global reaction rate because this model assumes the existence of fully burned gases behind the flame front where $\tilde{c} = 1$. It is therefore necessary to control the total reaction rate as long as
the volume occupied by the burned gases is too small to be resolved. The spark ignition model retained in this work is based on this idea. The basic physical equations and assumptions are directly taken from the AKTIM (Arc and Kernel Tracking Ignition Model) model developed in a RANS context [65]. In AKTIM, an ensemble of flame kernels are followed using Lagrangian tracers in order to represent the statistical mean ignition relevant for RANS. Instead, the Eulerian field of the progress variable \( \tilde{c} \) is chosen in the present approach to track the initial flame kernel. This choice is in better agreement with the LES hypothesis which induces that the calculated engine cycle is not a statistical mean like in RANS, but a possible realization.

The Eulerian AKTIM model, described in [44], combines three phases:

- First, an initial spherical profile of progress variable is imposed at spark time \( t_{ign} \):
  \[
  \tilde{c}(x, t_{ign}) = \frac{c_0}{2} \left( 1 - \tanh \left( \frac{x - x_{spk}}{\delta_{ign}} \right) \right)
  \]
  where \( \delta_{ign} \) is the mean value of \( \hat{\Delta} \) in the vicinity of the spark plug, \( x_{spk} \) is the position of the spark plug electrodes and \( c_0 \) is an arbitrary small parameter;

- After time \( t_{ign} \), the reaction rate (or FSD) is estimated from the progress variable using an algebraic expression [57]:
  \[
  \Sigma_{ign}(x, t) = \alpha \tilde{c}(x, t) (1 - \tilde{c}(x, t))
  \]
  where \( \alpha \) is a global coefficient determined by imposing the integral of \( \Sigma_{ign}(x, t) \) over the computational domain \( \Omega \) to be equal to the total surface \( S_{tot}(t) \):
  \[
  \alpha = \frac{S_{tot}(t)}{\int_\Omega \tilde{c}(x, t) (1 - \tilde{c}(x, t)) dV}
  \]
  \( S_{tot}(t) = \Xi_{ign}(t)S_{mean}(t) \) is defined assuming that the mean flame kernel surface \( S_{mean}(t) \) remains globally spherical and is progressively wrinkled by
turbulence. For this purpose a model equation for the wrinkling coefficient \( \Xi_{\text{ign}}(t) \) is proposed (see [44] for details).

The algebraic expression of the FSD (Eq. 26) is used until \( \tilde{c} \) reaches unity somewhere in the domain, that is, until a complete flame profile has been formed. At this instant \( t_{\text{transition}} \), the FSD is transferred to the FSD equation (Eq. 20):

\[
\bar{\Sigma}(t_{\text{transition}}, x) = \Sigma_{\text{ign}}(t_{\text{transition}}, x)
\]

(28)

- For \( t > t_{\text{transition}} \), the FSD is given by Eq. 20 and the spark ignition model is not used anymore.

3.3 Academic validations

The behavior of the ECFM-LES combustion model has been evaluated on different academic test cases for which analytical solutions exist. Note that several other tests including validation cases of the spark ignition model have been already reported in [44].

3.3.1 KPP analysis of the ECFM-LES model

The Kolmogorov-Petrovski-Piskunov (KPP) theorem [66–68], based on the assumption of a steady turbulence and of a planar flame propagation in the mean, allows to express the turbulent flame speed as a function of the fresh gases conditions and turbulence. For the proposed ECFM-LES model one can show in an analysis similar to the one performed in [69] and applied to Eq. 20 that:

\[
S_{TKPP} = S_l + 2 \left( \frac{CT}{1 - \frac{C_k}{1 + \tau}} \right) \hat{u}'
\]

(29)
This theoretical value is then compared to experimental data on turbulent flame speeds for conditions typical of SI engine combustion published by Abdel-Gayed et al. [70]. Figure 2 shows the results obtained for a propane/air mixture at a pressure of 1 bar and a temperature of 328 K. The turbulent flame speed given by Eq. 29 is shown to be in satisfactory agreement with the measurements for all tested equivalence ratios and turbulence intensities, allowing to verify that the formulation of the ECFM-LES FSD correctly recovers the asymptotic turbulent flame speed for a planar flame propagating into frozen turbulence.

3.3.2 1D laminar and turbulent flame propagation

The first test case is the one-dimensional propagation of a flame in a stoichiometric premixed propane/air mixture. FSD and progress variable profiles are initialized at the center \((x = 0)\) of a 1D channel. The inflow velocity of fresh gases is set equal to the KPP speed to stabilize the flame at its initial position. Figure 3 shows that the flame speed \(S_T\) converges correctly towards the theoretical value in both laminar and turbulent cases. In the laminar case, the initial Gaussian profile of FSD is simply convected at the laminar flame speed and the convergence is instantaneous. For the turbulent case, the FSD profile takes approximately one characteristic flame time \(t_f = \delta_l/S_T\) to reach its steady state value.

The different terms of the FSD transport equation (Eq. 20) are plotted in Fig. 4 for the laminar and turbulent cases. In both cases, the strain rate and curvature due to the resolved flow motion are zero since the configuration is purely one-dimensional. As expected, sgs contributions are also zero in the laminar case where the only non zero contribution is the resolved propagation
term. Finally, the equivalence between FSD, laminar FSD $\bar{\Sigma}_{\text{lam}}$ (see Eq. 24), and gradient of the progress variable is well verified in the laminar case. Note that this equality does not hold anymore for the turbulent propagation case where $\bar{\Sigma} > \bar{\Sigma}_{\text{lam}}$.

3.3.3 Spherical laminar flame expansion

The behavior of resolved strain rate and curvature terms is checked considering the expansion of a spherical laminar flame. The computational domain is cubic and consists of 64,000 hexahedral elements ($\Delta_x = 0.5 \text{ mm}$). Gaussian profiles of FSD and progress variable are imposed initially. The mixture is stoechiometric and composed of air and propane. For such a configuration, the theoretical flame surface $S$ grows as:

$$S(t) = 4\pi [r_0 + (1 + \tau)S_l]t^2$$

(30)

where $r_0$ is the radius of the initial sphere of burned gases. The analytical evolution of the flame surface is compared in Fig. 5 with numerical results obtained with ECFM-LES. After a delay corresponding to the time needed for the initial FSD profile to adapt to the one predicted by the FSD equation, the growth rate predicted by ECFM-LES corresponds to the analytical solution.

3.3.4 Flame propagation on a non-regular mesh

In piston engines the geometry is complex and the meshes can hardly be homogeneous. The purpose of this last test is to check whether the proposed ECFM-LES formulation is able to adapt to non-regular meshes. To this purpose, the planar propagation of a premixed flame is simulated with ECFM-
LES in a rectangular 1D domain comprising two regions with different mesh resolutions, as shown in Fig. 6. The mesh in the central zone has a mesh size twice as large as in the left and right zones. A turbulent flame is initialized at the left side and propagates to the right side in a flow at rest. The factor $n_{\text{res}}$ is set to 10 for the computation in order to ensure a resolution of the flame front on a corresponding number of mesh points. The resulting time evolution of the flame speed and thickness are shown in Fig. 7 as the flame propagates through the 1D domain. The flame speed remains constant and independent of the mesh resolution. Only in the transition regions between the mesh zones, a deviation of 20% can be observed, which vanishes after about one flame time. The thickness of the flame front adapts to the changes in resolution, being twice as large in the coarse mesh region than in the finer one. Figure 8 shows that the flame front remains resolved on 10 grid points as expected, independently of the local mesh resolution.

4 Engine configuration and numerical approach for multi-cycle LES

4.1 Engine parameters and operating point

The studied configuration is a SI single cylinder taken from a production type PSA XU10 engine. As shown in Fig. 9, the geometry employed here includes a flat piston, a cylinder with a pent-roof head and four valves (two for intake on the right of the figure, two for exhaust on the left). A part of the intake and exhaust ducts are also accounted for. The simulated operating point corresponds to a part load case with a volumetric efficiency of 0.35, an engine speed of 2000 revolutions per minute (RPM) and an equivalence ratio
of 0.7. The engine is fuelled with a homogeneous mixture of gaseous propane and air. Table 1 summarizes the main characteristics of the engine and of the chosen operating point.

4.2 Mesh management

One of the main difficulties when dealing with piston engine computations is the mesh management. Contrary to body forces methods where the grid stays fixed in spite of the movement of the geometric boundaries [30], ALE techniques consider that each node of a body-fitted mesh moves according to a given speed. Therefore, during the whole engine cycle, the motion of the piston and the valves may induce distortion, contraction or dilatation of the computational meshes. This is problematic for three main reasons:

- in LES, the derivation of the filtered equations is classically based on the assumption that the filtering operator commutes with partial derivatives. This assumption is valid for fixed grids with uniform cell width but commutation errors appear when space-dependent or time-dependent filter widths are considered [71,72]. In piston engine applications, the variations of the cell width imposed by the ALE method may lead to consequent temporal commutation errors. Moureau et al. [73] show that these temporal commutation errors increase with the instantaneous deformation rate of the mesh i.e. with the engine speed and the compression ratio. However, their influence on the computation is found to be negligible for moderate compression ratios (≤ 10) and engine speed (≤ 3000 RPM);
- for hexahedral cells such as the ones used in this study, the aspect ratio of the cells may rapidly increase due to the piston motion since the grid
is stretched or compressed only in one direction, the cylinder axis. The
movement of the valves is even more critical because it induces a deformation
that is not aligned with the edges of the cells. The problem is that non
regular meshes decrease the accuracy of a numerical scheme. For relatively
low deformations, it has been shown that the convergence order of the Lax-
Wendroff scheme is almost unaffected [47]. But this conclusion is certainly
no longer valid for large deformations;
• when the mesh is too compressed, the typical mesh size can reach values far
below the spatial scales required by the physics. This situation leads to a
waste of computational time since too many elements are then computed.
This is all the more true for explicit codes since time steps may then drop
excessively.

To use the same grid for the entire computation is not relevant in terms
of numerics and computational costs. The solution adopted in this work is
to decompose each cycle into several successive mesh phases. Each phase is
characterized by a mesh with a constant connectivity, and lasts as long as the
deformed mesh keeps a sufficient quality in terms of resolution and numerical
accuracy. As soon as this is not the case anymore, the computation is stopped.
The obtained solution is interpolated to the mesh of the next phase using a
second order interpolation [11,73], and the computation carries on within a
new mesh phase. Note that the same set of mesh phases is used for each cycle.
In the present computation each engine cycle is split into 20 mesh phases in
order to maintain a spatial resolution between 0.2 and 1.5 mm. The smallest
grid at top dead center (TDC) consists of 254 000 hexahedra, and the largest
of 628 000 hexahedra. A typical mesh is shown in Fig. 10. The spark plug is
not represented in the mesh but the mesh is refined in the spark plug vicinity
during ignition to gain a finer description of the initial flame kernel. The valve crossover and the first and last 0.5 mm of the valve lift are not simulated to avoid too thin cells in the valve seat.

4.3 Initialization and boundary conditions

The simulation starts at intake valve opening (IVO) with flow at rest in the whole geometry. For the thermodynamic initial conditions, three zones are defined: intake ducts, exhaust ducts and cylinder. Pressure and temperature in these three zones are set to the experimental values listed in Table 2. The initial composition in the three zones is assumed to be a perfect mixture of air and propane at the studied equivalence ratio in the intake ducts, and to consist of pure burned gases in the cylinder and the exhaust ducts.

At the intake and exhaust boundaries, mixed inflow/outflow conditions based on the NSCBC method are imposed. Indeed, a simple inflow (respectively outflow) condition can not be set at the intake (respectively exhaust) boundaries because of the back-flow phenomenon that occurs at valve opening. These mixed conditions allow to switch from an inlet formulation to an outlet formulation according to the local and instantaneous direction of the flow. The pressures imposed at intake and exhaust boundaries are time-varying signals extracted from the experimental data. Owing to a lack of cycle-resolved pressure measurements, the same mean signal is repeated for each cycle. As a consequence, acoustic waves in the ducts do certainly not match the experimental behavior, but this is expected to be of minor importance for the present part load case. The temperature and mass fractions imposed at intake and exhaust boundaries are constant and set in accordance with the initial values.
in the intake and exhaust ducts (see Table 2). Solid walls are handled using a logarithmic law-of-the-wall formulation for velocity and temperature [21]. Isothermal wall conditions are imposed for the whole geometry with the same wall temperature $T_{\text{wall}} = 450 \, K$. In conclusion, it is important to note that no source of cyclic variability is introduced in the computation via the boundary conditions.

4.4 Principle of the multi-cycle simulation

Starting from the initial conditions the LES covers a time span of 7200 crank angle degrees (CAD) and thus comprises ten complete and consecutive four-stroke engine cycles. During the whole simulation the flow in the full geometry is accounted for. In particular the flow in the intake and exhaust ducts is solved for, even when they are closed, to provide proper conditions upon valve opening.

5 Results and discussion

After presenting some main flow features predicted by the LES in Section 5.1, the results of the multi-cycle LES are compared to available experimental data (Section 5.2), before using them to investigate the causes for the observed cycle-to-cycle combustion variations in Section 5.3.
5.1 Main flow features predicted by LES

Description of a typical LES cycle

By convention, each new cycle starts at 355 CAD before combustion TDC when the intake valves open. Just after opening, the intake pressure is lower than the in-cylinder pressure and the burned gases of the preceding cycle flow back out of the cylinder into the intake pipes (not shown). After about 30 CAD, due to the descent of the piston and hence the drop of the in-cylinder pressure, the flow inverts and the fuel/air mixture enters the cylinder. The small lift of the intake valves generates high-speed jets that may locally exceed $250 \text{ m.s}^{-1}$. The interaction between these jets and their impingement on the cylinder walls generate high turbulence levels as well as a large variety of structures. Figures 11 (velocity magnitude) and 12 (equivalence ratio) show the flow during the intake stroke of the third cycle confirming the LES potential to capture a wide range of turbulent scales and structures. This configuration with two intake valves also creates a large scale coherent motion around the $y$-axis: this so-called tumble motion progressively breaks down during the compression stroke resulting in increased in-cylinder turbulence levels prior to ignition.

Ignition occurs at $t_{\text{ign}} = 40$ CAD before combustion TDC. At this crank angle, the fuel/air mixture is almost perfectly mixed with the residual burned gases. The spark ignition model describes the initial kernel growth between $t_{\text{ign}}$ and $t_{\text{transition}}$ where $t_{\text{transition}}$ varies from 21 to 17 CAD before TDC, depending on the considered cycle. Then the ECFM-LES model takes over. The initial spherical kernel (Fig. 13, 1420 CAD) is progressively stretched and wrinkled by the local turbulent flow (Fig. 13, 1430 CAD and 1440 CAD). In contrast
to RANS simulations where all turbulent scales and their effect on the flame front are modelled, the flame front wrinkling by a wide spectrum of turbulent eddies is resolved and clearly visible in LES. The flame reaches first the cylinder head (Fig. 13, 1430 CAD), then the cylinder wall on the exhaust side (Fig. 13, 1450 CAD) and finally blows out on the intake side (Fig. 13, 1470 CAD). The whole combustion process lasts about 130 CAD.

The exhaust stroke starts 143 CAD after combustion TDC. Similarly to the back-flow observed at the beginning of the intake stroke, the flow is first inverted and the fluid in the exhaust pipes tends to enter the combustion chamber (not shown). After about 50 CAD, the “actual” exhaust phase begins and the burned gases are progressively evacuated until valve closure at 355 CAD after combustion TDC. Figure 14 shows a typical temperature field during the exhaust stroke where the cooling effect of the walls may be clearly observed.

To conclude with this description of a LES cycle, Fig. 15 allows to go back over an important issue in LES, the subgrid scale viscosity. This figure shows two instantaneous fields of subgrid scale viscosity normalized by the fluid viscosity during the intake and exhaust strokes. This ratio is globally rather low (inferior to 10 in mean), indicating that the mesh resolution seems appropriate in most of the geometry. Of course, these values are very intermittent and highest values (ratio about 100) may be observed locally in space or time, especially at exhaust or intake valve opening when the velocity gradients are very strong in the valve seats. By comparison with RANS computations where this ratio is typically between 100 and 1000, these results confirm the relevance of the present simulation.

**Variability of the combustion phase**

The time evolution of the flame surface for the simulated cycles is shown in
Fig. 16. In order to ease direct comparisons between the cycles, the time scale for cycles 2 to 10 have been shifted by multiples of 720 CAD to lie in the interval 0 to 720 CAD of the first cycle. Each curve is identified by its cycle number. The resolved part and the total (sgs+resolved) flame surface, both readily available in the ECFM-LES formalism, are displayed. The large contribution of the sgs part in the total flame surface (about 75 – 80%) confirms that the combustion process mainly occurs at subgrid scales. It was shown in [44] that the ECFM-LES model accurately reproduces the changing proportion between resolved and sgs part of combustion as mesh resolution varies, keeping the overall surface constant. Therefore one can state with some level of confidence that despite the important sgs contribution to the flame surface the present results only weakly depend on the mesh resolution. An important level of cyclic variability is observed for both the total and resolved parts and during the whole combustion event. In the following the corresponding variability is compared with experimental findings, before analysing its causes.

5.2 Comparison with experimental findings on cyclic variability

Figure 17 displays the cylinder pressure around combustion TDC for the 10 cycles computed using LES. Experimental mean, minimum and maximum pressure curves are added for direct comparison. Most of the computed cycles lie within the experimental envelop, except the first cycle (marked by a dotted line) that comes out of the envelop during the expansion stroke beyond 30 CAD. This is directly related to the influence of the initial conditions, which leads to a wrong estimation of the trapped mass (see Section 5.3.1). After the second cycle, the influence of the initial conditions does not play anymore a
role, and all pressure curves are superimposed with the experimental curves in the expansion stroke. The large dispersion of the pressure curves indicates a high level of variability. The LES results do not indicate any convergence towards a single pressure curve in relation to an increasing cycle number. This tends to prove that the observed variability is not a long-term effect of the initialization, but a real cycle-to-cycle variation captured by the presented LES. The changes between fast cycles, i.e. those with a maximum cylinder pressure appearing at early crank angles, and slow cycles seem random as a function of the cycle number. The amplitude of these variations is qualitatively in agreement with the measurements, although the simulated cycles tend to remain in the lower part of the experimentally observed envelope.

Another way to highlight cycle-to-cycle variations is to analyze the engine work during the combustion stroke, defined as:

$$W_{comb} = - \int_{V(-\alpha)}^{V(\alpha)} p_{cyl} \, dV , \quad \text{with } \alpha = 50 \text{ CAD}$$

(31)

where $p_{cyl}$ is the cylinder pressure and $V$ the combustion chamber volume. Figure 18 displays the work predicted for the 10 LES cycles along with the values reported experimentally over 300 cycles. According to Pope [14] there is no reason, due to the differences in initial and boundary conditions between the experiment and the LES and the fact that subgrid scale models are derived from statistical arguments, that the 10 simulated cycles correspond to any of the experimental ones. Nevertheless, the LES results are similar to the experimental findings. Table 3 compares the mean work over the 10 simulated cycles and the resulting root mean square (rms) fluctuation around it, with the corresponding experimental findings over 300 cycles. Although the
mean engine work resulting from the few simulated cycles is slightly lower than in the experiment, the level of rms fluctuation of the engine work is quite well reproduced. Even if more cycles would need to be simulated to ascertain that the LES findings are statistically representative, one can conclude that a qualitatively and quantitatively satisfactory reproduction of the observed variability is obtained with the presented simulations.

Figure 19 presents the time evolution during the combustion phase of the volume averaged mean fuel mass fraction in the cylinder. Shown is also the evolution deduced in the experiments from the ensemble averaged mean cycle. Discarding the first LES cycle which is polluted by the initial conditions, all simulated cycles predict the same fuel mass fraction before combustion, slightly underestimated compared to the experimental mean. During the combustion phase, the slope of the fuel mass fraction curves shows values similar to the experimental mean cycle. Also apparent is a large dispersion of LES results, revealing a large cyclic variation of combustion intensities. Finally all the fuel is always entirely consumed.

5.3 Analysis of the origins of cycle-to-cycle variations

The presented multi-cycle LES allows to analyse the causes of the observed combustion variability. In the presented LES no variability has been introduced in the spark ignition model: spark discharge characteristics such as the spark timing, spark duration and spark energy were set identical for all cycles. Following Ozdor [1], and as discussed in Section 1, two main categories of causes remain thus to be considered: mixture-related factors and in-cylinder motion-related factors. In the following both these factors are explored by
post-processing the LES results.

5.3.1 Mixture-related factors

A first-order factor for cyclic combustion variability could be cyclic variations of the mixture mass trapped in the cylinder during the combustion phase. In this case the chemical energy that could be released by combustion could vary from cycle to cycle. As shown in Fig. 17 the cylinder pressure curves observed in the experiment, as well as the ones resulting from LES (except for the first cycle influenced by the initial conditions) exhibit a negligible variability during the expansion stroke, which is usually a sign that the trapped mass in all cycles is the same. This is confirmed in Fig. 20 where the total mixture mass trapped in the cylinder during combustion is plotted for the 10 LES cycles. Also shown is the decomposition of the total mass into the mass of the fresh propane/air mixture that entered the cylinder during intake, and the mass of burned residual gases trapped in the cylinder from the preceding cycle. The first LES cycle starts with a residual mass and temperature estimated from experiments and with flow at rest in the cylinder, which is not the case for the ensuing cycles. The influence of these initial conditions can be seen to become negligible after the second cycle, and all ensuing cycles exhibit only a marginal variation of the trapped mass and its composition in terms of fresh and residual gases, which cannot explain the observed variability in terms of cylinder pressure.

A second order factor could be local variations of the composition of the fresh gases mixture. This could lead to local variations of equivalence ratio or dilution by burned gases, thus potentially affecting spark ignition and flame propagation in a different way for each cycle. Figure 21 presents the time
evolution during the combustion phase of the flame surface averaged fuel/air equivalence ratio \( \langle \phi \rangle_S \) obtained by post-processing the LES results. For any quantity \( Q \), \( \langle Q \rangle_S \) is computed as:

\[
\langle Q \rangle_S = \frac{\int_{\Omega} Q \Sigma dV}{\int_{\Omega} \Sigma dV}
\]

(32)

where \( \Omega \) is the computational domain. Hence the time evolution of \( \langle \phi \rangle_S \) represents the mean equivalence ratio seen by the flame during its propagation. Although a level of variability is apparent within each cycle, as well as between different cycles, the observed variation amplitude represents only about 0.6% of the overall equivalence ratio for any cycle. Post-processing 3D fields of local mixture composition (not shown here) confirms that local fresh gases composition does only very weakly vary throughout the computational domain during the combustion phase and in different cycles. These variations are thus not sufficient to explain the observed strong cycle-to-cycle combustion variations. Consequently, in the present case, cyclic combustion variability cannot be linked to mixture-related factors.

5.3.2 In-cylinder motion-related factors

The nature and characteristics of the in-cylinder flow generated during the intake phase, and its evolution during the ensuing compression and combustion phases, are an essential factor influencing spark ignition and combustion development in piston engines. Two large scale flow patterns are classically distinguished to characterize the nature of the intake flow: swirl, a rotational flow around the axis of motion of the piston (in the present case the z-axis), and tumble, corresponding to a rotation around an axis perpendicular to the latter (i.e. situated in the present x,y-plane). In the present case, the geometry
of the intake favors a tumble motion around the y-axis. In order to quantify the intensity of this flow, the tumble ratio is computed as:

\[ T_y = \frac{H}{2\pi M \omega_e} \]  

(33)

where \( H \) is the angular flow momentum around the y-axis, \( M \) the moment of inertia around the y-axis and \( \omega_e \) the engine rotational speed in revolutions per second. The origin for calculating \( T_y \) is the centre of mass of the in-cylinder fluid. Figure 22 shows the time evolution of \(-T_y\) for the 10 LES cycles from intake valve closure (IVC) up to combustion TDC. The evolution is similar for all cycles: while the level of tumble slightly increases up to about 75 CAD before TDC, the compression by the piston leads to a strong reduction, a phenomenon known as the tumble breakdown. An important level of cyclic variation of the tumble intensity is clearly apparent right at IVC, denoting important variations in the aerodynamic field generated during intake. To a lesser extend cyclic variations of the breakdown rate can also be observed.

A direct effect of the tumbling motion created during intake is the in-cylinder large flow scale velocity field which can be observed looking at the resolved flow field obtained in LES. Figure 23 shows the resolved flow velocity components at spark timing obtained in the 10 LES cycles in the vicinity of the spark plug. Each value is obtained by spatially averaging the velocity components in a small sphere \( \Omega_{sp} \) of radius 1.5 \text{mm} around the spark plug as:

\[ \langle \hat{u}_i \rangle_{sp} = \frac{\int_{\Omega_{sp}} \hat{u}_i dV}{\int_{\Omega_{sp}} dV}, \quad i = 1, 3 \]  

(34)

Although the major velocity component is along the x-direction, resulting from \( T_y \), the other flow components are non-negligible, and all three show important cyclic fluctuations. The resulting flow field at the spark plug is complex and
fluctuating from cycle to cycle, which can be expected to directly influence the reproducibility of spark ignition and thus combustion from cycle to cycle. Note that since the physical presence of the spark plug is not accounted for in the present LES, a number of effects such as local modifications of the velocity field and turbulence around the plug, or heat losses towards the spark plug electrodes cannot be investigated. Still, the AKTIM model used in this work allows to account for convective and stretching effects by large flow scales on the early flame kernel development.

The effect of the large scale velocities is finally illustrated in Fig. 24, which displays flame surface density fields in a $x$-$y$-plane located just under the spark plug for cycles 5, 6 and 7. Combustion occurs on the exhaust side of the cylinder, due to the strong $x$-velocities induced by the tumble. For cycles 6 and 7 the $y$-velocity component is also high, with the effect that the initial flame kernel is in addition convected in the direction of positive $y$ values. For cycle 5 the $y$-velocity is in contrast negligible, with the result that the flame stays in the centre of the cylinder.

A second, yet indirect, effect of the tumbling motion created during intake is the generation of small scale vortices by the tumble breakdown during compression [1,2,32]. The effect of these small scale vortices is studied looking at the sgs turbulence intensity. Figure 25 illustrates the correlation between sgs turbulence levels at spark timing and a measure of the tumble breakdown. The former is quantified by the flame surface averaged sgs turbulent velocity $\langle \tilde{u}' \rangle_{\Sigma}$, obtained from the LES using Eq. 5 and 32 at spark timing. The latter is represented by the difference $\Delta T_{y}^{ign}$ between the maximum value of the tumble ratio during the compression stroke, and the tumble ratio at spark timing:

$$\Delta T_{y}^{ign} = (-T_{y}^{max}) - (-T_{y}(t = t_{ign}))$$

The turbulence level at spark timing shows an important level of cyclic variations, with values ranging between 0.5
and 0.85 \textit{m.s}^{-1} depending on the cycle. These variations show a good correlation with the variations of the tumble breakdown, confirming the direct link between both.

This high variability of the turbulent velocity significantly influences the flame development in the early times of combustion. A measure of the duration of this early flame development can be given by the difference \( CA_{10} - CA_{\text{ign}} \) where \( CA_{10} \) is the crank angle at which 10\% of the trapped fuel has been consumed, and \( CA_{\text{ign}} \) is the spark timing in crank angles. Figure 26 displays this quantity versus \( \langle \hat{u} \rangle_{\Sigma} (t = t_{\text{ign}}) \) for the 10 LES cycles. The important variations of the combustion rate in early times of combustion show a clear correlation with the small-scale turbulence fluctuations in the spark plug vicinity: the cycles burning the fastest correspond to the highest small scale turbulence levels. This ascertains the indirect link between the cyclic variation of the tumble ratio and the rate of combustion just after spark timing, via the tumble breakdown mechanism that generates small scale turbulence around the spark plug.

The conclusions drawn concerning the link between intake aerodynamics and early flame development can be extended to the whole combustion process. Figure 27 shows the correlation between a measure for the overall combustion duration expressed as \( CA_{90} - CA_{\text{ign}} \) where \( CA_{90} \) is the crank angle when 90\% of the fuel is consumed, and the overall tumble drop due to breakdown \( \Delta T_{y}^{TDC} \) defined as \( \Delta T_{y}^{TDC} = (T_{y}^{\text{max}}) - (T_{y} (t = TDC)) \). The link between these two quantities, although simplistic at first sight, is evident: the cycles presenting the highest tumble drop clearly burn the fastest. Note that if the difference in tumble ratio is replaced by the maximum tumble ratio, the obtained correlation is much lower than the one shown for the tumble drop.
In summary it clearly appears from the presented analysis of the 10 simulated LES cycles that the cyclic fluctuations of the tumble motion, and its coupling with spark ignition and combustion, is the main cause for the cycle-to-cycle combustion variations observed experimentally in the cylinder pressure curves. The cyclic variations of tumble ratio have a direct influence via the large scale velocity variations induced, and an indirect effect via the variations in tumble breakdown, which generates variations in the intensity of the small scale velocity field. In the present study the relative importance of the large scale velocity field appears to be lower than the one related to small scale fluctuations.

A number of different factors for such a cyclic variability of the tumble motion can a priori be identified. First, the variations of overall combustion rate lead to small variations in the thermodynamic conditions of the residual gases remaining in the cylinder, which lead to small variations in the in-cylinder conditions upon intake valve opening. Furthermore the turbulent nature of the flow naturally leads to cyclic variations, as its non-linear behavior can amplify slight cyclic differences that would otherwise have a negligible effect. It is worthwhile noting that in the present case the stability of the trapped mass indicates that globally, the intake process reveals negligible variations. The cyclic variations do not affect integral quantities like overall mass flow, but lead to local differences in flow structure that find an important amplification via the tumble breakdown and combustion. The decisive influence of such local and unsteady phenomena on the global engine behavior, unpredictable with RANS approaches, is a good illustration of what LES can bring in engine applications.
This paper describes one of the first attempts to perform reactive multi-cycle LES in a real spark ignition engine configuration. The basis for this study was the development of the ECFM-LES model able to reproduce the effects of both the resolved, large scale and the unresolved, subgrid scale motions on spark ignition and propagation of a turbulent flame in the cylinder of a piston engine. Some basic test cases were presented to illustrate the well-posedness of the resulting model for the presented application. It was then used in combination with the AVBP LES flow solver to simulate a time span of 7200 crank angles, thus encompassing 10 consecutive full four-stroke engine cycles in a single cylinder XU10 four-valve geometry fuelled with a pre-mixture of gaseous propane and air. An analysis of the LES findings was then compared with experimental findings on cylinder pressure evolutions, and LES is found to capture both qualitatively and quantitatively the cycle-to-cycle combustion variations observed experimentally. A detailed investigation of the root causes of this cyclic variability revealed that in the present configuration the cyclic variations of the coherent tumble motion generated during the intake, and consequently of the turbulence intensity during ignition combustion, was the main triggering factor. In the studied case, variations in the overall or local mixture were not found of sufficient importance to induce significant modifications in the combustion process.

The conclusions drawn in this study have to be considered with care as only a small number of cycles were computed, and as many LES findings could not be validated due to a lack of adequate experimental data. Nevertheless, this work clearly illustrates why and how LES can be used to study unsteady
phenomena in piston engine applications. In addition to cyclic variations, LES could bring significant improvements compared to classical RANS computations when it comes to understand and even predict unsteady phenomena like misfires, knocking or fast transients between operating points for instance.

However, the validation and the generalization of such LES calculations still require consequent efforts in various directions:

- the lack of experimental data tailored to validate LES is now a major obstacle. Validation of complex phenomena such as intake flow aerodynamics, mixture formation or combustion requires huge cycle-resolved experimental databases that are not available yet. This lack of cycle-resolved information also increases the difficulty to specify unsteady boundary conditions which are of main importance in such calculations. For instance in this work, since the experimental cycle resolved signals were unknown at inlets and outlets, only a phase mean signal was used to impose the pressure at the boundaries;
- SI engines fuelled with a gaseous premixed fuel are of marginal interest for today’s engine concepts. Other systems such as in particular direct gasoline injection involve various other phenomena, as the interaction between intake aerodynamics and liquid fuel injection, that could not be studied in the present case. The presented findings would thus surely need to be reconsidered for direct injection engines;
- despite the growing performances of massively parallel machines, the computational cost is still a limiting factor. Although computing ten cycles has been sufficient to extract relevant information and tendencies, this is probably insufficient to draw statistical conclusions in the general case. Heywood [2] suggests that a minimum of 50 engine cycles must be acquired
experimentally to yield statistically reliable results. In the present case the return time for a whole cycle was 120 hours on a 32 Xeon processors Linux cluster. Considering the fast development of computational power, calculating 50 cycles may become possible in the near future, but will also require further improving the capabilities of advanced solvers like the used AVBP code;

- finally, acoustic effects in the intake and exhaust pipes have been deliberately neglected in the present work due to the low load operating condition considered. This assumption does probably not stand anymore at high and full load where acoustic waves in the intake and exhaust ducts can be expected to greatly influence the occurrence and importance of cyclic variability. Here coupling the LES flow solver, able to realize LES of the flow inside the combustion chamber and a part of the intake and exhaust ducts attached to it, with a 1D CFD code, able to simulate the remaining engine under the assumption of planar longitudinal flow, could help to overcome this limitation at reasonable computational cost.
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<table>
<thead>
<tr>
<th>Specification</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bore × Stroke</td>
<td>8.6 cm × 8.6 cm</td>
</tr>
<tr>
<td>Compression ratio</td>
<td>10</td>
</tr>
<tr>
<td>Rotational speed</td>
<td>2000 rpm</td>
</tr>
<tr>
<td>Fuel</td>
<td>Propane</td>
</tr>
<tr>
<td>Fuel/Air equivalence ratio</td>
<td>0.7</td>
</tr>
<tr>
<td>Volumetric efficiency</td>
<td>0.35</td>
</tr>
<tr>
<td>Intake valve opening (IVO)</td>
<td>355 CAD before TDC</td>
</tr>
<tr>
<td>Intake valve closing (IVC)</td>
<td>143 CAD before TDC</td>
</tr>
<tr>
<td>Exhaust valve opening (EVO)</td>
<td>143 CAD after TDC</td>
</tr>
<tr>
<td>Exhaust valve closing (EVC)</td>
<td>355 CAD after TDC</td>
</tr>
<tr>
<td>Spark timing</td>
<td>40 CAD before TDC</td>
</tr>
</tbody>
</table>

Table 1

Engine specifications and operating point. Crank angle degrees (CAD) are relative to combustion top dead center (TDC).
<table>
<thead>
<tr>
<th>Zones</th>
<th>Temperature [K]</th>
<th>Pressure [Pa]</th>
<th>Composition</th>
<th>Velocity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intake ducts</td>
<td>304</td>
<td>$0.511 \times 10^5$</td>
<td>Fresh gases $\phi = 0.7$</td>
<td>null</td>
</tr>
<tr>
<td>Exhaust ducts</td>
<td>813</td>
<td>$0.972 \times 10^5$</td>
<td>Burned gases</td>
<td>null</td>
</tr>
<tr>
<td>Cylinder</td>
<td>813</td>
<td>$0.7098 \times 10^5$</td>
<td>Burned gases</td>
<td>null</td>
</tr>
</tbody>
</table>

Table 2

Set of LES initial conditions (intake valve opening).
Mean and fluctuating engine work (Eq. 31): comparison between LES (10 cycles) and experiments (300 cycles).

<table>
<thead>
<tr>
<th></th>
<th>Mean engine work [J]</th>
<th>Rms engine work [J]</th>
</tr>
</thead>
<tbody>
<tr>
<td>LES</td>
<td>92.68</td>
<td>3.99</td>
</tr>
<tr>
<td>Experiments</td>
<td>96.76</td>
<td>3.95</td>
</tr>
</tbody>
</table>
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