
Large Eddy Simulation of a prefiling airblast atomizer

G. Chaussonnet¹, E. Riber¹, O. Vermorel¹, B. Cuenot¹, S. Gepperth², R. Koch²

1: CERFACS, France
2: Institut für Thermische Strömungsmaschinen (ITS), Karlsruhe Institut of Technology (KIT), Germany

Abstract

A Large Eddy Simulation of an academic experiment is performed with an unstructured, explicit in time, gaseous flow solver (AVBP). The configuration is a planar prefiling atomizer designed and manufactured at KIT-ITS. Results of the simulation are compared to experiments in terms of air velocity profiles, film thickness, drop size distribution and spray angle. The different forms of the liquid phase (film and spray) are described by a Lagrangian approach. The film model is built upon a depth-averaged method and a new approach for primary atomization is presented, based on the parametrization of a Rosin-Rammler function to describe the drop size distribution. Preliminary results indicate a good agreement with measurements, with regards to the predicted drop size probability function and the predicted spray angle.

Introduction

The increasing scarcity of fossil fuel and the strengthening of environmental constraints are strong motivations for the improvement of the combustion process in aeronautical gas turbines. One important prerequisite for a ‘more efficient’ combustion is the quality of the fuel spray that feeds the flame. Due to their thermal inertia, large droplets evaporate slowly. As a consequence, fuel-air mixing becomes insufficient and may be a significant source of unburned hydrocarbon emissions. On the contrary, fine droplets are rapidly evaporated and the fuel vapor better mixes with air before reaching the flame front, leading to a better-controlled combustion. A precise characterization of the drop size distribution in the spray is thus a necessary input to predict the flame structure and topology. This becomes even more critical for transient phenomena such as ignition or extinction.

Prefiling airblast atomizers are commonly used in aeronautical engines for their capacity to generate fine sprays. Moreover they exhibit stable performances for a wide range of fuel flow rates, and a low pressure loss [1]. In such devices, the liquid phase is subject to various phenomena that occur sequentially: injection, wall impact, filming, primary and secondary atomization (Figure 1). A peculiar aspect of this type of atomizer is the shearing of the liquid film by the gas flow. Film dynamics and the resulting atomization process directly depend on the flow configuration. For example, in swirled flows, the outbreak of a Precessing Vortex Core can significantly alter the film shearing. Therefore, film modelling has to be taken into account to properly capture its fragmentation at the atomizing edge.

Recent developments in direct numerical simulation, where both the turbulence and the liquid – gas interface are explicitly resolved, allow to compute thin film flows [2] and primary atomization [3, 4] in academic configurations. Such techniques require a very high mesh resolution and advanced numerical methods, and are too CPU-time consuming to be applied to complex realistic configurations. As a consequence they are mostly dedicated to the understanding of the mechanisms of liquid fragmentation in simple configurations. The present work proposes to address the problem of liquid film flow and atomization in complex geometries using Large Eddy Simulation, coupled to a Lagrangian approach to describe the droplet trajectories. This approach has already demonstrated its ability to describe spray dynamics in industrial configurations [5, 6]. In order to improve the description of the liquid path from injection to spray, a Lagrangian film and atomization model is developed.

The paper starts by presenting the experimental test configuration and the general numerical set-up. Then details are given about both film and atomization models that have been implemented in the solver. Results are finally described and compared to measurements, to draw some first conclusions about the proposed approach.

Figure 1. Schematic of the prefiling atomizing process

¹geoffroy.chaussonnet@cerfacs.fr
Experimental investigations

The experimental rig designed at the ITS by Gepperth et al. [7, 8] has been chosen to test the model. It consists of a wing-shaped pre-filmer (Figure 2), placed in a channel. Liquid is injected at the surface of the pre-filmer via fifty equidistantly distributed holes, located 45 mm upstream the pre-filmer tip. To enhance accessibility for measurements, and to reduce the configuration complexity, the pre-filmer and the channel walls are planar, but still considered representative of the annular geometry encountered in real systems. The high gas velocity entrains the liquid towards the atomizing-edge of the pre-filmer, i.e. in the Z-direction, and induces high shear at the film surface. A thin film forms, that wets homogeneously the pre-filmer, before full atomization at the pre-filmer edge. No atomization is observed from the film surface before reaching the edge of the pre-filmer. Measurements combine particle and ligament tracking velocimetry, and blacklight illumination. More details can be found in [7]. All experiments have been performed at ambient conditions, summarized in Table 1. The air and liquid flow rates were varied to study various regimes. Various liquids were also tested to measure the impact of their transport properties on the film and atomization behaviours.

![Figure 2. Schematic of the experimental configuration, from [8]](image)

| Mean air velocity | $u_g$ | 20 – 70 m/s |
| Air temperature | $T$ | 298 K |
| Air density | $\rho_g$ | 1.21 kg/m$^3$ |
| Air kinematic viscosity | $\nu_g$ | 1.5 x 10$^{-5}$ m$^2$/s |
| Liquid density | $\rho_l$ | 1008 kg/m$^3$ |
| Liquid surface tension | $\sigma$ | 0.0275$, 0.0466** kg/s$^2$ |
| Surface liquid flow rate | $\delta$ | 12.5 – 75 mm$^2$/s |

Table 1. Operating conditions, from [8]. *Shellsol D70, **a volume mixture of 50% of propanediol and 50% of water, labelled ‘1:1 W-P’ in the following

Measurements showed that the mean film thickness decreases as the gas velocity increases (due to a larger interface shear stress), and increases with liquid viscosity. Under the investigated conditions, the breakup process was observed to always follow three steps. First, a reservoir is formed at the atomizing edge, fed by the liquid coming from the film. Second, under the action of aerodynamics, bubbles and ligaments form out of this reservoir. When the bubble bursts (like a bag-breakup process in secondary atomization [9]), small droplets are produced. The rim of the bag remains attached to the reservoir and finally disintegrates into large droplets.

The drop size distribution of the generated spray has been measured in a series of test cases to evaluate the impact of several operating conditions. The pre-filmer length ($L_0$), the film thickness ($h_0$), the liquid viscosity ($\mu_l$) and the surface liquid flow rate ($\delta$) have a minor effect on the drop-size distribution, even if the latter induces a significant increase in the number of fragmentation events [8]. The three main influencing parameters are: a) the momentum flux of the gas $M = \rho_g u_g^2$ which sizes the quantity of momentum transferred from the gas to the liquid, b) the surface tension of the liquid $\sigma$ which influences the volume of liquid accumulation at the pre-filmer edge as well as the ligament size and c) the atomizing edge thickness $h_e$ which partly controls the volume of the accumulated liquid. Shadowgraphs and high-speed diagnostics allow to measure the diameter (or the equivalent diameter for near spherical structures) in the primary atomization zone. From this experiments, Gepperth et al. [8] provide a droplet number and volume probability density function for different gas velocities, liquid properties and atomizing edge thicknesses.

For every operating condition, the resulting PDF is compared to the Rosin-Rammler distribution [10]:

$$F_\delta(d) = 1 - \exp \left[ - \left( \frac{d}{m} \right)^\gamma \right] \Leftrightarrow f_\delta(d) = \frac{m^{\gamma+1}}{\gamma!} \exp \left[ - \left( \frac{d}{m} \right)^\gamma \right]$$

(1)

![Figure 3. Volume PDF (Shellsol D70, $h_p$ = 1 mm, $u_g$ = 50 m/s)](image)
where \( f_0 (d) \) is the probability density function and \( F_0 (d) \) its cumulative density function. The volume probability density function is defined as \( f_1 (d) = d \cdot f_0 (d) \) and agrees well with the experimental data (Figure 3) for all investigated conditions. The Rosin-Rammler distribution depends on two parameters: the shape \( q \) and the scale \( m \). However the set \( (q, m) \) ensuring the best experimental fitting is different for each condition.

**Models**

In order to describe the targeted phenomena, it is necessary to take into account transfers between both phases, i.e. to couple the gas and liquid flow solvers. No thermal effects have been observed in the considered configuration so that the energy equation will be omitted in the following. In addition, droplet evaporation is neglected and the gas will be considered as a single-species mixture.

**Gaseous phase solver**

The unstructured LES code AVBP explicitly solves the filtered compressible Navier–Stokes equations that are here simplified to the continuity and momentum equations [11]:

\[
\frac{\partial \rho}{\partial t} + \frac{\partial (\rho u_j)}{\partial x_j} = 0 \quad \text{and} \quad \frac{\partial \rho u_j}{\partial t} + \frac{\partial (\rho u_j u_j)}{\partial x_j} = \frac{\partial}{\partial x_j} \left[ \mu \delta_{ij} \frac{\partial \bar{u}_j}{\partial x_j} - \tau_{ij} \right] + \tau_{\text{iso},ij}
\]  

(2)

The symbol \( \tau \) states for spatial filtering and \( \bar{\cdot} \) for mass-weighted Favre filtering. Einstein’s summation convention is applied over repeated indices and \( \delta_{ij} \) denotes the Kronecker symbol. The inter-phase momentum exchange term \( \tau_{\text{iso},ij} \) is detailed below. \( \tau_{ij} \) stands for the laminar filtered stress tensor. The subgrid unclosed term is classically expressed by an eddy-viscosity approach and the turbulent viscosity is computed via the dynamic Smagorinsky model.

**Liquid phase solver**

The liquid phase is assumed to be diluted, and heavier than the carrier phase. Droplet diameters are considered much lower than any other resolved flow characteristic scale, to allow point-source approximation. In these conditions, drag is the only significant momentum transfer type, and the Lagrangian governing equations of motion are:

\[
\frac{dx_p}{dt} = u_p \quad \text{and} \quad \frac{du_p}{dt} = \frac{f_{p,j}}{m_p} \quad \text{(3)}
\]

where the subscript \( p \) refers to the droplet and \( x_p, u_p \) and \( m_p \) represent its position, velocity and mass, respectively. The force acting upon the droplet \( f_{p,j} \) is expressed by the Stokes drag extended by Schiller and Naumann’s correlation [12]:

\[
f_{p,j} = -\frac{m_p}{\tau_p} (u_p - \bar{u}_{g\theta,p}) \quad \text{with} \quad \tau_p = \frac{18 \mu_p}{1 + 0.15 \text{Re}_{\text{m}}}
\]

(4)

where \( \bar{u}_{g\theta,p} \) is the gaseous velocity seen by the droplet and is computed as a linear interpolation from the filtered gas field at the droplet position, without accounting for the subgrid scale contribution. The momentum transfer \( \bar{\tau}_{\text{iso}} \) is calculated at each node as the sum of the drag force of all particles located in all elements containing the considered node, weighted by the conservative projector \( w_{p,a} \):

\[
\bar{\tau}_{\text{iso}} = -\frac{1}{V} \sum_p w_{p,a} \cdot f_{p,j}
\]

(5)

**Lagrangian film model**

Liquid thin film flows have been studied in various industrial contexts. In piston engines, Foucart et al. [13] used an Arbitrary Lagrangian Eulerian approach, while O’Rourke and Amsden [14] applied a Lagrangian Particle Model. In aeronautical burners, Elsäßer et al. [15] and Ebner et al. [16] described the film flow with an Eulerian approach. The common denominator of these studies is the use of height-averaged film equations. The underlying idea is that the film thickness is negligible compared to all gaseous macroscopic length scales, and is usually referred to as *thin film hypothesis*. Most previous studies of liquid films were conducted in a RANS approach. In the present work, the model is embedded in a LES solver, resulting in a liquid film that undergoes turbulent fluctuations.

As the film is made of liquid fuel and its Reynolds number is about 100, the film flow is supposed laminar and incompressible. The characteristic time scale of the film flow is the momentum diffusion time along the film thickness. Since this time scale is lower than the film convective time, the flow is supposed steady, i.e. it follows
instantaneously the shear stress variation imposed by the gas. Finally, because of the thin film hypothesis, longitudinal gradients (except the pressure gradient) are neglectable compared to the wall normal ones.

In addition, and in the context of aeronautical combustors, the velocity ratio of the liquid film and the gas flow is supposed to stay below 100. The film may then be seen as stationary in comparison to the gas. Coupling of this assumption to the thin film hypothesis leads to a stationary boundary condition at the liquid-gas interface. The local shear stress can therefore be considered as equal to the wall shear stress in the absence of a film. This may not be true if the film surface presents strong wrinkling and instabilities, introducing some surface roughness or even deformation, but this assumption will be used here as a first attempt. The physical consequence is a one-way coupling approach, where the gas flow influences the film flow without feedback from the liquid to the gas. The resulting approach is depicted in Figure 4: the film flow profile is not solved, the “liquid film boundary condition” being derived from a model as described below. Compiling all assumptions leads to the depth-averaged film velocity magnitude:

\[ \bar{u}_f = \frac{h_f}{2\mu_f} \tau'' - \frac{h_f^2}{3\mu_f} \frac{dp}{dx} \]  

Equation (6) states that the film motion is a result of the film surface shear stress and the pressure gradient within the film. The shear term being proportional to the film thickness \( h_c \), and the pressure gradient term to \( h_c^2 \), the pressure gradient impact is assumed to be negligible compared to the shear stress.

**Primary atomization model**

In the present study, a new approach is proposed to model primary atomization in pre-filming configurations, called PAMELA (Primary Atomization Model for preFilming airBlasT injectors). It is based on the transverse instability prediction, initiated by Hong et al. [17] and Varga et al. [18]. It is calibrated to fit the experimental results of Geperth et al. [8]. The basic idea is to describe the drop size distribution of the generated spray by a Rosin-Rammler distribution whose parameters \( q, m \) are expressed from the operating conditions. The main parts of the model are explained in the following.

**Expression of m**

In configurations of planar liquid sheets [19, 20] as well as axial jets [17, 21], experiments have shown that a transverse instability develops prior to the atomization, and that the Sauter mean diameter \( (D_{32}) \) of the generated spray is proportional to this instability length scale \( \lambda_t \):

\[ D_{32}^{\text{ref}} = C \cdot \lambda_t \]  

The transverse instability is also visible in the present experiment and its length scale is estimated using Hong’s approach. Liquid structures, which are immersed in the main flow stream, are accelerated by the gas flow through the drag force. This streamwise acceleration generates a Rayleigh-Taylor instability that propagates in the spanwise direction. In the present configuration where the liquid fragmentation occurs at the pre-filmer edge, the size of the accelerated liquid structure is supposed to be proportional to the edge thickness. This leads to a transverse instability wavelength estimated as:

\[ \lambda_{\text{at}} = 2\pi \sqrt{\frac{6\sigma \cdot (\alpha h_c)}{C_d \rho_g (u_\gamma - u_\infty)}} \]  

where \( C_d \) is the drag coefficient of the liquid structure, reported to be close to one [20]. The constant \( \alpha \) is between 0 and 1 and represents the characteristic length of accelerated liquid compared to the pre-filmer thickness. It is set to 0.67 from the observations of Müller et al. [22]. The interface velocity is denoted by \( u_\infty \).

From the Rosin-Rammler distribution (Eq.(1)), the Sauter mean diameter \( (D_{32}^{\text{ref}}) \) writes:

\[ D_{32}^{\text{ref}} = m \frac{\Gamma(3/q + 1)}{\Gamma(2/q + 1)} \]  

where \( \Gamma \) is the Gamma function. Combining Eqs. (7), (8) and (9) leads to the final expression of \( m \) that depends on the three parameters \( M = \rho \mu^2, \sigma \) and \( h_c \):


\[ m = 2\pi C \left( \frac{6\alpha \cdot (d_h)}{C_d \rho_s (u_s - u_l)} \right) \frac{\Gamma(2/q + 1)}{\Gamma(3/q + 1)} \]  

(10)

Expression of \( q \)

Experimental results indicate a dependency of the parameter \( q \) on the Weber number expressed with gaseous aerodynamic force:

\[ \text{We} = \frac{\rho_g y_{70} u_{70}^2}{\alpha} \]  

(11)

where \( u_{70} \) is equal to 70% of the free stream velocity and \( y_{70} \) represents the height in the boundary layer where the local velocity is equal to \( u_{70} \). Both values correspond to experimental observations, where the liquid is accelerated at a vertical position above the pre-filmer where the local gas velocity is approximately 70% of the free stream velocity, taken as the bulk velocity in the present experiment. The shape parameter \( q \) also depends on the pre-filmer thickness. Finally, \( q \) is expressed as:

\[ q(\text{We}, h_p) = \frac{\kappa}{\sqrt{\text{We}}} + (ah_p + b) \]  

(12)

where \( \kappa, a \) and \( b \) are model constants. The linear form \((ah_p + b)\) in Eq. (12) derives from the fact that only two different pre-filmer thicknesses have been investigated.

Model constants

The four model constants are fitted with a multi-variate optimization technique where the test values are the Sauter mean diameter (and the \( q \) parameter). The varying parameters are the pre-filmer thickness (1 and 2.5 mm), the type of liquid (Table 1) and the gas velocity \( u_l \). The result is given in Table 2.

<table>
<thead>
<tr>
<th>C, Eq. (7)</th>
<th>( \kappa ), Eq. (12)</th>
<th>( a ), Eq. (12)</th>
<th>( b ), Eq. (12)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1166</td>
<td>1.76</td>
<td>112 m(^{-1})</td>
<td>-0.043</td>
</tr>
</tbody>
</table>

Table 2. Model constants of PAMELA

Results of PAMELA are shown in Figure 5, obtained for a pre-filmer thickness of 2.5mm and the liquid 1:1 W-P. Figure 5a) illustrates the influence of the gas velocity onto \( D_{10} \) and \( D_{90} \) and the mean volume diameters \( D_{V10} \) and \( D_{V90} \) (drop diameter such that 10% and 90% of the total spray volume is in droplets of smaller diameter). \( D_{V10} \) and \( D_{V90} \) are well recovered while \( D_{h90} \) is overestimated for low velocities with a maximum deviation of 20%. Figure 5b) represents the volume PDF for a mean gas velocity \( u_g = 70 \text{ m/s} \). The trend of the distribution is well recovered and presents an absolute surface deviation \( \int \left| f_{\text{exp}}(d) - f_{\text{mod}}(d) \right| d(d) \) of 14.6%.

**Figure 5.** a) Mean diameters evolution with gas velocity. Lines: PAMELA, symbols: experiment b) Volume PDF for 1:1 W-P liquid, \( h_p = 2.5 \text{ mm}, u_g = 70 \text{ m/s} \).

**Numerical Set-up**

Two-phase Large Eddy Simulations of the pre-filmer experiment have been performed with the code AVBP, an unstructured, compressible, explicit in time, flow solver [11], including a Lagrangian approach for the liquid phase [23]. The computational mesh contains 1.5 millions of tetrahedra, with a characteristic cell size in the atomization region of 0.1 mm. A mid-plane Y-cross section of the mesh, zoomed at the pre-filmer edge region, is shown in Figure 6. Boundary conditions consist in a turbulent gas velocity inlet with a turbulent intensity of 10%, an atmospheric pressure outflow and solid law-of-the-wall. In Figure 7, the mean gaseous velocity profiles on a vertical line located at 0.3 mm from the atomizing edge (dashed line in Figure 6) are compared for three bulk velocities. Both horizontal and vertical components agree well with the experimental data. However the predicted vertical velocity profiles show a slight discrepancy illustrated by additional inflexion points. Those are
related to the counter rotating eddies that lie in the recirculation zone. These eddies are small (~ 0.5 mm), and any uncertainty on the measurement device position (~ 0.1 mm) induces a large variation in the measured velocity profile.

The film thickness evolution with air velocity is shown in Figure 8. Although the film thickness is not well recovered, the film model succeeds to capture the correct dependence on air velocity and liquid viscosity. Note the factor 2 in film thickness between both liquids, to be related to the factor 4 between their viscosities. Indeed, from Eq. (6) it can be seen that the film thickness is proportional to the square root of the liquid viscosity. The large over-estimation of the film thickness results from the strong one-way coupling hypothesis: in reality the liquid surface is not flat and some waves can alter the gas boundary layer and the interface shearing. To account for this phenomenon, Elsäßer et al. [15] proposed a method to model the feedback from the film to the gas. Moreover, the wrong estimation of the wall shear stress may also be related to the weakness of LES to predict accurately shear stress and pressure loss [24]. However the film thickness has a minor influence on the spray population, so that the observed deviation is not an issue for the prediction of atomization.

This is confirmed by the plots of \( D_{V10} \) and \( D_{32} \) in Figure 9a, showing good agreement with the experiment. Because of a lower statistical convergence, larger diameters (DV90) are less representative. The drop size PDF, depicted in Figure 9b is accurately reconstructed for two different gas velocities. Here again, the poor statistical convergence at high diameters is responsible for a noisy behaviour. Figure 10a presents a superposition of a series of experimental snapshots, to be compared to the numerical spray in Figure 10b. The spray angle is in good agreement with the experiment but the width of the spray just behind the atomizing edge region is slightly under-predicted. This is due to the flapping of the liquid accumulation at the edge, not described in PAMELA, that forms droplets with a zero velocity.

Conclusions
An academic experiment devoted to the study of pre-filming atomization in the case of a planar geometry has been simulated with the use of Large Eddy Simulation and Lagrangian particle tracking. To describe pre-filming atomization typical phenomena, a film model and an atomisation model have been developed and implemented in the solver AVBP.
The film model is capable to represent the trends in the film thickness evolution with regards to the interface shearing (depending on the gas velocity) and to the liquid viscosity. However the film thickness is not well reproduced, with a relative error that peaks to a factor 3. This is explained by first, the neglected retroaction of the liquid on the gas and second, the difficulty that LES faces to accurately predict wall shear stress and pressure loss.

The atomization model (PAMELA) is calibrated on the experimental results presented in Gepperth et al. [8] and allows to predict the correct distribution of droplet diameters in the generated spray. Simulations and experimental results are in good agreement for all tested conditions. As the fragmentation mechanism in real annular air-blast atomizers is expected to be similar to the one observed in the present configuration, the atomization model proposed in this work is believed to provide an accurate description of the spray topology in real combustors, which constitutes the next step of this study.
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Nomenclature

Symbols

\( q \) shape parameter of the Rosin-Rammler function \( \sigma \) surface tension [kg/s²]
\( \alpha \) drag coefficient [-] \( \tau_i \) stress tensor [N/m²]
\( d \) diameter [m] \( \tau_p \) particle response time [s]
\( D_{50} \) Sauter mean diameter [m] \( \tau_w \) wall shear stress [Pa]
\( u \) velocity [m/s] \( \rho \) density [kg/m³]
\( D_{10/50} \) drop diameter such that 10% total liquid volume is smaller droplets [m] \( u_a \) convection velocity of the interface [m/s]
\( D_{90/50} \) drop diameter such that 90% total liquid volume is smaller droplets [m] \( s \) surface film flow rate per unit length [mm²/s]
\( f \) volume force [N/m³] \( y_{90} \) height such that local velocity is equal to \( u_a \) [m]
\( n_{5,5} \) number and volume dropsize PDF [1/m] \( l \) Liquid
\( \delta_i \) Weber number [-] \( p \) Prefilmer
\( F_s \) number dropsize Cumulative Density Function [-] \( \lambda_{ST} \) Rayleigh-Taylor instability wavelength [m]
\( h \) thickness [m] \( \rho_{k} \) subgrid scale parametrization \( \rho_{p} \) density [kg/m³]
\( L \) length [m] \( \mu \) dynamic viscosity [Pa.s]
\( m \) scale parameter of the Rosin-Rammler function \( \nu \) kinematic viscosity [m²/s]
\( M \) momentum flux [N/m²]

Subscripts

\( \tau \) time [s]
\( T \) Film
\( f \) Film
\( g \) Gas
\( l \) Liquid
\( p \) Prefilmer
\( q \) Quality
\( \sigma \) Specific

Superscripts

\( \nu \) Number
\( \rho \) Density

Acronym

\( PDF \) Probability Density Function
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