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ABSTRACT

An axial compressor stage (the so called CME2 stage; Re =
700,000 and Mach Number = 0.5) is simulated by an unstruc-
tured LES code, TurboAVBP. This industry-relevant configu-
ration has been well investigated by several RANS (Reynolds
Averaged Navier-Stokes) simulations with quite acceptable
computation costs, though the limitations of RANS models
are evidenced in evaluating secondary flow losses (includ-
ing boundary layer transition, tip corner vortex, hub cor-
ner vortex and wake mixings), which are industrial targets
for optimizations nowadays. Three LES results using three
different codes, including two pioneering LES simulations
with structured meshes on this compressor (Laborderie et.
al. AIAA2013 and Gourdain, ASME2013), are compared
together on the mean and unsteady components of the flow
with the previous Unsteady RANS predictions and experi-
mental data. LES is proven to be a very promising tool for the
predictions of unsteady complex turbulent flow in a turboma-
chinery stage. The LES results show natural transitions from
laminar to turbulence at mid-chord for suction sides of both
rotor blades and stator vanes, which lead to thinner bound-
ary layers than URANS. The predictions of secondary flow
structures are compared, showing the tolerance ranges of the
simulations. Most noticeably the large flow separation pre-
dicted by URANS simulations over 25% of the blade span of
the stator vanes from the hub is significantly reduced or to-
tally suppressed. Both flow modifications yield significantly
different overall flow performances stressing the importance
and the relevance of LES modeling in turbomachinery appli-
cations.

1 INTRODUCTION
The compressor is one of three core components of a gas tur-
bine and is designed to increase the pressure of intaking air
for a high power density performance. The flow successively

goes around the rotating rotor blades and fixed stator vanes,
converts the velocity energy into pressure energy. This tur-
bomachinery flow is inherently unsteady and turbulent with
rather complex three-dimensional aerodynamic phenomena
characterized by boundary layer effects, secondary flows gen-
erated by the passage pressure gradients, and vortical flow
structures such as the leading edge horseshoe vortices, tip-
leakage flow vortices and corner vortices [7]. An accurate
representation of these unsteady flow physics is required to
understand the processes: (1) which lead to loss in seeking
better overall performance; (2) which lead to aerodynamic
instabilities (stall or surge) to avoid mechanical failure.

Although much more computationally intensive than the
traditional Reynolds-Averaged Navier-Stokes (RANS) ap-
proach, Large Eddy Simulation (LES) can alleviate the mod-
eling efforts, by explicitly resolving the temporal and spa-
tial evolutions of large flow structures and by filtering out the
smaller easier to model turbulent sub-grid structures. More
and more efforts have been made on the predictions of these
complex turbulent flows around isolated parts of turboma-
chines by use of the high-fidelity LES modeling approach (re-
view by Tucker [30]). Preliminary demonstrations on some
turbomachinery components show that LES can resolve flows
with transitions, separations on structured or unstructured
meshes [16, 2, 4, 18, 8]. Tip-clearance flow predictions have
also been addressed successfully with LES [33, 34, 35]. Mc-
Mullan et. al. [17] have also demonstrated that LES can ac-
curately predict surface pressure on the turbomachinery cas-
cade. A few LES simulations of compressor flows (Reynolds
number varies from 0.15 ∼ 6× 106) are reviewed by Gour-
dain et. al. [12]. Nowadays, algorithmic developments com-
plemented by high performance massively parallel machines
allow having CFD LES solvers capable of handling billions
of cells with a very reasonable speedup by making use of up
to one million cpu cores at once [20, 1]. Following the anal-
ysis of Tucker [29] and Gourdain et. al. [12], HPC resource
seems to be affordable in simulating most of the compressor
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stages of gas turbine.

In the present study, the feasibility of LES simulation ap-
proach is applied to simulate an axial compressor stage
CME2 using unstructured mesh for first time, which has been
investigated by experiments at Laboratoire de Mecanique de
Lille (LML) and Laboratoire d’Energetique et de Fluides In-
ternes (LEFI) in France [9], by RANS simulations [10, 5])
and by LES simulations [11, 5] with structured mesh in lit-
erature. The paper is organized as follows: the numerical
methods are firstly briefed in Section 2; the numerical setups
is detailed in Section 3; the simulation results are presented
and discussed in Section 4; finally, conclusion remarks are
provided in Section 5.

2 NUMERICAL METHOD

Governing equations and numerical scheme

The filtered unsteady compressible Navier-Stokes equations
for LES that describe the spatially filtered mass, momentum
and energy (ρ,ρU,ρE) conservations, can be written in the
following conservative form:

∂W
∂t

+~∇ · ~F = 0, (1)

where W is the vector containing the conservative variables
(ρ,ρU,ρE)T and ~F = (F,G,H)T is the flux tensor. For con-
venience, the flux is divided into two components:

~F = ~F C(W)+ ~F V (W,∇W) (2)

where ~F C is the convective flux depending on W and ~F V

is the viscous flux depending on both W and its gradients
∇W. The contributions of Sub-Grid Scale (SGS) turbulence
models are included in the viscous flux through the addition
of the so called turbulent viscosity νt . The present work
relies on the Wall-Adapting Local Eddy-viscosity (WALE)
SGS model [21] for which the turbulent viscosity is modeled
by

νt = (Cw∆)2 (sd
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where S̃i j denotes the resolved rate-of-strain tensor, g̃i j de-
notes the resolved velocity gradient, Cw = 0.4929 denotes
model constant and ∆ denotes the characteristic filter length
(the cubic-root of the cell volume), corresponding to the local
mesh cell size.

Within the parallel LES solver AVBP [28], the governing
equations (Eq. 1) are discretized into cell-vertex formalism
and solved by Lax-Wendroff (LW) finite volume scheme [15]
with 2nd-order accuracy in time and space.

Rotor-stator interface

The rotor/stator coupling interface is based on overlapping
grids approach, which is exchanging Dirichlet boundary con-
ditions at the overlapped regions across the interface using
TurboAVBP [32]. Hence, two or more instances of the un-
structured LES solver AVBP each with their own compu-
tational domain and static Domain Decomposition Method
(DDM) algorithm, are coupled through the parallel coupler
OpenPALM [23]. In the simulation, the whole flow domain
should initially be divided into several static and rotating
parts. For rotating parts, the solver uses the moving-mesh
approach [19] in the absolute frame of reference while the
remaining unit simulates the flow in the stationary part in
the same coordinate system. The interfaces between the two
units involving rotating and non-rotating parts are coupled,
as explained before with the overlapping grids by exchanging
and interpolating the conservative variables wherever needed.
To do so, an efficient distributed search algorithm is imple-
mented in the coupler OpenPALM to locate the points in par-
allel partitioned mesh [26]. This coupling algorithm will then
update at each time step the information and carry the inter-
polation from one MPI code to the next and vice-versa. Is-
sues of numerical stability of the coupled solution and the
well-posed problem are directly linked to the size of the over-
lapped region and the stencil of the schemes. One layer of
vertices is required across the interface for the LW scheme
here, according to the previous investigation [32]. This ap-
proach have been successfully applied in several numerical
investigations [32, 31, 22, 25, 3].

3 NUMERICAL SETUP
The CME2 compressor [9] investigated here is a low pressure
single stage axial compressor established and experimentally
investigated at the Laboratoire de Mecanique de Lille and
Laboratoire d’Energetique et de Fluides Internes in France.
It has some typical applications, for example mounted on
the low speed shaft side for a turbofan engine. As shown
in Fig. 1, the compressor stage has 30 rotor blades followed
by 40 stator vanes. The midspan chord lengths are 84 mm
and 77 mm for the rotor blade and the stator vane respec-
tively. The simulation configuration is 1/10th of the entire
geometry, consists of 3 rotor blades and 4 stator vanes in a
36◦ sector. The simulation domain is 426 mm long, with a
convergent shape: the hub radius is RI

H = 196.9 mm at the
inlet and RO

H = 214 mm at the outlet; the casing radius is
kept constant as RC = 275 mm. For normal conditions of
design, the compressor operates in a subsonic regime. The
axial inlet Mach number is around 0.33. The rotational speed
is Ωn = 6300 RPM, with the tip Mach number of 0.58. At the
normal operating point, the mass flow rate is Qn = 11 kg · s−1

and the total-to-total pressure ratio is π = 1.14. The Reynolds
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Figure 1: The configuration of CME2 compressor.

number based on the rotor blade chord is about 7×105.

The computational domain consists of 245 million hybrid
prismatic/tetrahedral cells and is separated into two parts:
(1) the rotating part of the rotor; (2) the static part includ-
ing both the inlet duct and the stator. Two parts are coupled
through two overlapping interfaces. As illustrated in Fig. 2,
the closing-wall region around the rotor blade is meshed by
12 layers of prism cells with initial height of 0.01 mm and
expansion ratio of 1.2. The blade surface is discretized by
triangular elements with the size of 0.35 mm in main region
and 0.05 mm at the regions of the leading and trailing edges
and the tip. The similar mesh topologies are used for the sta-
tor vanes. The meshes at casing and hub walls are tetrahedral
cells with size of 0.5 mm.

The inlet and outlet boundaries are using Navier-Stokes Char-
acteristic Boundary Conditions (NSCBC) [24]. A massflow
profiles from the previous investigations is prescribed at the
inlet. No turbulence fluctuations are imposed at the inflow.
The outlet of the flow passage is prescribed by targeting a
mean static pressure value using NSBC approach [13], which
can capture the radial equilibrium naturally [14]. The solid
walls of blades and vanes are modelled as nonslip adiabatic
wall and a classical logarithmic wall-law boundary condi-
tion [27] is imposed at the hub and casing walls. The rotor
mesh is rotating by a conventional moving grid method [19],
while the rotor blades and the hub of this section are moving
walls following the rotating movement. The two lateral sur-
faces delimiting the 36◦ sector in the azimuthal direction are
axis-periodic boundaries.

According to the mesh refinement strategies, the time step is

Figure 2: The unstructured meshes for one rotor blade pas-
sage.

fixed to ∆t = 1× 10−8 s, which is controlled by the acous-
tic CFL number in the fully explicit solver. The simulation
to cover one full 360◦ revolution requires 952 thousand it-
erations and costs about 1.8 million cpu hours ( around one
month of elapsed wall-clock time if using 2304 cores of a
parallel platform ).

4 RESULTS

The normalized wall normal distance y+, constructed by an
instantaneous field, is checked at first step in Fig. 3. In most
of the region for both blade and vane surfaces, the dimension-
less wall distance y+ is at the region of 1 to 4 (may exceed 8
instantaneously at some limited area of the tip region and the
leading edges), which indicates a good resolution at wall nor-
mal direction. For the streamwise and spanwise directions,
∆x = ∆z = 35∆y = 35 ∼ 120. Generally, the mesh quality
remains to be in an acceptable level to resolve the wall flow
within reasonable computational costs.

Figure 4 pictures the main turbulent flow structures repre-
sented by the instantaneous iso-surface of Q-criterion. The
iso-surface is colored by the mach number. Figure 4a shows
the global structures of the turbulent flows within 3 rotor and
4 stator passages view from hub to casing. At the corner
between each leading edges of the rotor blade and the hub,
The horse-shoe vortex (A) occurs due to the rolling up ef-
fects of inflow boundary layer and develops into two legs on
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Figure 3: The normalized wall distance y+.

the pressure and suction sides respectively. The similar struc-
tures (E) are also found at the corners between stator vane
and hub/casing walls. At the suction side of the rotor blade,
the laminar boundary layer is kept at first half chord and then
transitions to turbulent boundary layer (B) after mid-chord.
At the stator suction side (Fig. 4b), the boundary layer is
also seen starting the transitions from mid-chord (H) while
the brushing of the incoming rotor wakes (D) do not trig-
ger the transitions before mid-chord. At the positions after
mid-chord, the rotor wake (I) is interacting with the turbulent
boundary layer of the stator vane. The transitions of bound-
ary layer start early at the pressure sides of both rotor and
stator (F) due to leading edge effects. The tip vortices (C) are
predicted at the position close to the casing, which consists
of three vortex structures: leakage vortex, induced vortex and
separation vortex shown in Fig. 5. The tip leakage vortex,
originates at about 25% of the chord from the leading edge,
is formed due to rolling-up of the leakage jet through the tip
gap. The induced vortices are secondary vortices induced by
the tip-leakage vortex at the upstream position. The flow sep-
aration of the leakage jet generates the tip separation vortices.

The velocity profiles at four axial planes are available by ex-
perimental investigations using LDA measurements [9]. Fig-
ure 6 displays the numerical predictions of mean axial ve-
locity at the four planes. In P1 plane at the rotor inlet, the
potential effect leads to a lower axial velocity at the regions
approaching the leading edges. At the rotor exiting plane

1

2 3 

Figure 5: Tip vortices structures: (1) induce vortex; (2) leak-
age vortex; (3) separation vortex.

(P2), the wake is thinner than that predicted in RANS simu-
lation [6, 10], which is more approaching the results from the
experimental measurements [9] and the previous LES simula-
tion by structured mesh [11, 5]. The low axial velocity at cas-
ing region in the middle of the passage is due to the develop-
ments of the tip vortices. A small boundary layer separation
region may exists at the intersection region of the casing and
the blade tip in pressure side. This pattern is then developing
and passing through the coupled interface for the stator inlet
(P3) plane. At the stator exit plane (P4), the velocity profile
consists of a thin stator wake. Notice that only two tiny sepa-
ration regions at the end wall of the suction side of the vane,
while a large flow separation predicted by URANS simula-
tions [10, 5] over 25% of the blade span of the stator vanes
from the hub is significantly reduced or totally suppressed.

Figure 7 shows the averaged relative velocity and radical ve-
locity at 5 spanwise locations of the rotor inlet plane. The
LES results of the relative velocity profiles match better with
experimental results [9] than the URANS predictions [6]. For
the radial velocity components, LES predicts the similar pro-
files as the URANS simulations. Note that the relative ve-
locity profiles are corrected by matching the operating inlet
temperature conditions as the experiment. More quantita-
tive comparisons between experiments data and LES statis-
tics will be provided in near future.
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Figure 4: Instantaneous iso-surface of Q-criterion colored by Mach number: (a) view from hub to casing; (b) view at suction
side of stator. A, E - horseshoe vortex; B - transitions of boundary layer at rotor suction side; C - tip vortices; D - rotor
wake mixing with turbulent boundary; F - turbulent boundary layer at stator pressure side; G - stator wake; H - transitions of
boundary layer at stator suction side; I - rotor wake mixing with turbulent boundary layer at stator suction side.

5 CONCLUSIONS
A low pressure single stage compressor, CME2, is simulated
by an in-house unstructured LES code, TurboAVBP. The po-
tential of LES for an accurate flow prediction of a compres-
sor rotor/stator stage is illustrated. The inherently unsteady
nature of LES allows capturing most of the unsteady flow
structures: rotor-stator wake interactions, tip-clearance vor-
tices, horse-shoe vortices, boundary layer transitions and sep-
arations, which are qualitatively matching with those exper-
imental findings. Some mean LES statistics (relative veloc-
ity and radial velocity) are proven to be in reasonable agree-
ments with experimental data and appear to be better than
the URANS approach. Nevertheless the computational cost
of the current wall-resolved computation, i. e. one month
of computation on 2304 cpu cores for one full revolutions

of the machine to get LES statistics (while optimizations are
still possible) might be not affordable by the current indus-
trial designs. More analysis of the details of flow physics are
ongoing.
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